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#### Abstract

The profile of American policing, from its physical appearance to its tactical operations, continues to change, aided by federal grants-in-aid programs for local law enforcement agencies to acquire surplus military equipment. Recent econometric studies of the effects of federal subsidies of subnational police militarization in the United States, particularly transfers of surplus military equipment via the 1033 Program of the U.S. Department of Defense, imply that crime decreases and other positive benefits accrue for law enforcement and order maintenance when local police agencies have more military-grade equipment. Leveraging newly-available data, we replicate and extend two of the most prominent of these studies. Our results challenge the validity of extant evidence that police militarization associated with the 1033 Program reduces crime and yields other social benefits at the local level.
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## 1 Introduction

Militarization is a prominent development in policing across the globe (Lutterbeck 2005, Fassin 2013, Roziere and Walby 2018, Balko 2013). In part, it is characterized by the increased possession, display, and use of military equipment, initially procured for warfare and national defense, inclusive of weapons, vehicles, technology, and attire, by subnational police departments (Kraska 2007). In the United States, numerous federal programs induce and organize the transfer of surplus military-grade equipment from the Department of Defense to subnational law enforcement agencies, particularly municipal police departments and county sheriff's offices (Committee on Armed Services 2014). The intergovernmental transfers of military equipment have changed the physical appearance of many police officers, altered law enforcement operations of many police departments, and possibly affected community perceptions of the police across the nation (Balko 2013, Mummolo 2018).

While the militarization of American police is a phenomenon that has been taking place for decades and involves multiple organizational and procedural components, we focus on one salient policy - the provision of surplus military equipment to local police agencies. Such provision is permissible by federal law, enacted first in 1990 and periodically expanded in subsequent years by the Congress. This law, most manifest in 1033 Program of the U.S. Department of Defense, is to assist domestic law enforcement agencies to acquire military surplus equipment for the purpose of controlling and reducing crime. The scale of surplus military equipment at the local level varies but it generally has increased over time. For example, the percentage of the population residing in a jurisdiction where a police department had received any surplus military equipment increased from 15 percent in 2009 to 29 percent in 2014 (Masera 2016).

The key correlates and causes of the increased transfer of military-grade equipment to localities are still being determined (Ajilore 2015, Baumgart 2016). Nevertheless, the dominant justification for militarizing the police via surplus equipment from the Department of Defense is that it supports their key purposes, namely crime prevention and control. In short, the assumption of federal
policymakers in the Congress and the White House is that militarizing local policing will reduce crime.

Of course, police militarization may have consequences beyond the deterrence of crime and increased public safety. At a minimum, "militarization affects the decision making of police by moving their preferences toward more violent responses to suspects" (Lawson 2018, Delehanty et al. 2017). Moreover, police militarization may affect rates of police violence, lethal and nonlethal, against civilians, communities, and canines (Lawson 2018, Delehanty et al. 2017, Reingle Gonzalez et al. 2018, Mummolo 2018); public perceptions and opinions such as feelings about funding and legitimacy of and confidence and trust in the police (Lawson 2018, Mummolo 2018); and possibly mass political behavior and elite preferences, which may be true of concentrated and aggressive policing in some cities (Laniyonu 2018b; a, Lerman and Weaver 2014b). Whether the militarization of local law enforcement agencies, particularly municipal police departments, affects crime is an important empirical matter with normative implications. Social scientists, including political scientists, for decades have pondered the relationship among police departments, the communities they police, the methods they use, and the production of public safety, along with other outcomes associated with the coercive force of the local state (e.g. Wilson 1978, Muir 1979, Lipsky 1980, Soss and Weaver 2017).

Beyond public safety, police militarization, like policing, generally, bears on classic and fundamental questions about the state, inclusive of its nature, size, power, potential abuses, and the proper balance and exchange of security, liberty, equity, and efficiency (Geller, Fagan and Tyler 2018). Given that police officers are the most visible representatives of the state and those with whom adult civilians are most likely to interact (Wilson 1978, Eith and Durose 2011, Lerman and Weaver 2014a, Epp, Maynard-Moody and Haider-Markel 2014, Davis, Whyde and Langton 2018), the study of police militarization goes to the heart of how political scientists understand citizens' relationships with their governments and, by implications, the machinery and operation of democracy. As Soss and Weaver (2017) put it, "if one's aim is to understand state powers to govern citizens, regulate their behaviors, revoke their freedoms, redefine their civic standing, and to impose violence on them - and if one considers such practices relevant to understanding US politics - it is essential to confront the decisions police agencies and officers make." Those decisions include police militarization and its civic effects across localities of the United States.

Two prominent econometric studies recently evaluated whether transfers of surplus military equipment via the 1033 Program causes a decrease in crime rates and yields a bounty of the other positive externalities in relation to public safety and policing in the United States (Bove and Gavrilova 2017, Harris et al. 2017). Both studies claim that transfers of military surplus equipment cause a reduction in crime rates. In this paper, however, using newly available federal data on intergovernmental transfers of military equipment, we uncover a series of challenges to inference that arise from the nature and structure of the data previously available to researchers. Moreover, we report empirical results of a set of replication analyses that challenge extant findings that police militarization makes the polis better.

## 2 The Militarization of Municipal and County Law Enforcement Agencies in the U.S.

Police militarization includes direct militarization and indirect militarization (Balko 2013). The former refers to the use of military forces for domestic policing (e.g., colonial militias). The latter refers to the adoption of military attributes by police officers and their departments. More generally, we can think of militarization as consisting of at least four dimensions: material (armaments, other equipment, apparel), cultural (appearance, language, ideologies, preferences) organizational ("martial arrangements" of police agencies, inclusive of the creation of special or elite police forces), and operational (tactical and procedural activities akin to military operations) (Kraska 2007). The dimensions involve a number of choices and actions by police departments that increase the possession and deployment of military-grade equipment, including weapons, vehicles, technology, and attire, by subnational police departments (Kraska 2007). Indirect militarization may also involve the increased recruitment and training of military veterans as police officers (e.g., Weiss 2011).

Police militarization has occurred during a larger shift in American policing, coupled with the rise in "tough on crime" policymaking and mass incarceration (Simon 2007). Generally, police departments have moved from reactive policing in response to citizen contact for assistance during or after crimes to proactive policing for the deterrence and prevention of crime (National Academies of Sciences 2018). This approach to policing has produced "more frequent police-initiated non-
voluntary public contacts...and more people within the criminal justice system through arrests, court appearances, and even time in jail" (Tyler, Jackson and Mentovich 2015). It also has been marked by greater degrees of spatially concentrated and physically aggressive policing. Plus, it has encouraged more departments to adopt the "legalistic style" of policing, which puts police officers "under some pressure to 'produce"" more stops, searches, citations, and arrests (Wilson 1978).

The militarization of local police can be driven not just by choices and values within police departments but also by choices of political institutions. City councils and state legislatures, for instance, can increase procurement budgets of police departments and other local law enforcement agencies for the acquisition and maintenance of military-grade equipment. At the same time, local law enforcement agencies benefit, with little expense to them, from federal support for indirect militarization. A set of federal grants-in-aid programs (e.g., the Department of Defense 1033 Program, Department of Homeland Security Grant Program, and Department of Justice Edward Byrne Memorial Justice Assistance Grant Program) incentivize and facilitate the militarization of local law enforcement agencies, including municipal police departments and county sheriffs departments.

The federal 1033 Program is central to the intergovernmental relations of police militarization. Given its spatial coverage (Radil, Dezzani and McAden 2017), it arguably is the most important program for the acquisition and possession of military equipment by local police agencies. The program, administered by the Law Enforcement Support Office (LESO) of the Defense Logistics Agency (DLA) of the Department of Defense, transfers surplus military equipment that has been decommissioned to local and state law enforcement agencies, particularly for use in fighting crime, prosecuting the "War on Drugs," and preparing for or responding to terrorism. Initially, the program, enacted by Congress temporarily in 1990 as part of the National Defense Authorization Act, and made permanent in 1997, restricted the acquisition of equipment to the purpose of drug law enforcement. However, the program now permits the use of surplus military equipment for nearly any law enforcement purpose. According to the LESO, at least 7,000 law enforcement agencies are enrolled in the 1033 program. As of 2017, the value of equipment, inclusive of "clothing and office supplies, tools and rescue equipment, vehicles, rifles, and other small arms," transferred by the LESO to subnational law enforcement agencies stood at approximately $\$ 7$ billion (United States Government Accountability Office 2017).

Though there is a vast diversity in the number and quantity of items shipped to counties, there is one primary distinction between them: whether they are controlled or uncontrolled. Controlled items are typically sensitive in nature and include objects like Mine-Resistant Ambush Protected Vehicles (MRAPs), aircraft, and small arms. Other equipment falls under the non-controlled category, items without military attributes like office furniture, medical supplies, and other materials. These differences make it difficult to study militarization via the 1033 Program in the past ${ }^{1}$, but are an important qualitative difference in the kinds of equipment agencies are requesting. Despite common media coverage of heavily militarized police with sophisticated military weaponry, the majority of the products distributed by the 1033 Program are relatively uncontroversial items like office supplies.

Many public policymakers up and down the intergovernmental ladder favor the militarization of police (Turner and Fox 2017). The general public, however, questions the utility of it, especially for smaller cities and rural counties. Generally, the public, according to opinion surveys, believes that the possession and use of military equipment by police for law enforcement purposes is "going too far" or it is ambivalent about its use (Ekins 2016, Fox, Moule Jr. and Parry 2018). Moreover, support for police militarization varies by ascriptive and attitudinal measures, particularly race, ideology, and perceptions of police legitimacy (Lockwood, Doyle and Comiskey 2018, Moule Jr., Fox and Parry 2018). Although the Obama administration issued an executive order prohibiting the transfer of some types of military equipment, the Trump administration rescinded that directive via its own executive order. Both presidential actions were taken in the absence of empirical examinations of the local effects of police militarization.

Overall, the literature on police militarization is largely conceptual and descriptive (Bieler 2016). Rigorous empirical studies of the causes and consequences of the variation in the possession of military equipment by local law enforcement agencies, especially via the 1033 program, are nascent (Ajilore 2015, Baumgart 2016, Masera 2016, Delehanty et al. 2017, Bove and Gavrilova 2017, Harris et al. 2017, Lawson 2018, Carriere and Encinosa 2017, Mummolo 2018). The two most prominent and publicized of these studies, published together in 2017, received media and policymaker attention for reporting a range of positive effects of federal transfers of surplus military

[^1]equipment to localities. The reported benefits include reductions in all types of crime, without any negative effects on outcomes such as case closure rates, arrest rates, or assaults and injuries of officers, as well as reductions in citizen complaints against the police and declines in civilian assaults and deaths of police officers (Harris et al. 2017, Bove and Gavrilova 2017). Other studies, however, observe that police militarization produces adverse effects for communities (e.g Masera 2016, Carriere and Encinosa 2017, Lawson 2018, Mummolo 2018). There is evidence, for instance, that more federal transfers of military equipment to localities for police, measured by the value of surplus military equipment per capita, increases the likelihood a police officer is killed by civilians or a civilian is killed by the police (Wickes 2016, Lawson 2018, Delehanty et al. 2017, Masera 2016). Plus, there is evidence of a significant displacement effect of police militarization, whereby crime may decrease in one jurisdiction as it increases in proximate jurisdictions (Masera 2016).

There are at least three explanations for the mixed results of previous studies of local police militarization, particularly militarization assisted by the 1033 Program. First, some forms of surplus military equipment may produce different effects. Multiple categories of surplus military equipment exist, including weapons, optics, radar, and vehicles. Local law enforcement agencies' stock of surplus military equipment varies across these categories, with some categories of equipment yielding different effects on, for instance, crime rates. Both Harris et al. (2017) and Bove and Gavrilova (2017) disaggregate total surplus military equipment by key categories and report differential effects by categories of equipment. Second, empirical studies have used different units of analysis. Most studies analyze federal transfers to and possession of surplus military equipment by local law enforcement agencies at the county level (e.g. Harris et al. 2017, Bove and Gavrilova 2017). Other studies conduct their analyses at the state level (e.g. Carriere and Encinosa 2017, Delehanty et al. 2017, Wickes 2016). The remainder analyze the effect(s) of police militarization at the the agency-level (e.g. Lawson 2018, Masera 2016). Third, while most studies focus on the distribution of surplus military equipment from the same federal program (for the exception, see Mummolo 2018), they tend to measure police militarization differently. Studies can use the quantity of surplus military equipment transferred to agencies, municipalities, and counties or they can use the monetary value of equipment the federal program transfers to localities (see either Bove and Gavrilova 2017, Harris et al. 2017). In short, differences in data structure and estimation likely undermine consensus about the effects of the militarization of local law enforcement agencies.

## 3 Revisiting Prominent Studies for Replication

Due to the existence of new data at the agency level, we empirically revisit the two most prominent studies that find and report the strongest evidence of positive effects of police militarization. These studies performed their analysis at the county level, while we attempt to replicate their findings at the agency level.

### 3.1 Bove and Gavrilova (2017) and Harris et al. (2017)

Bove and Gavrilova (2017) primarily examine whether the monetary value of surplus military equipment possessed by law enforcement agencies causes a reduction in crime rates. The authors also test how the monetary value of military equipment affects arrest rates and a variety of police activities, including the number of civilian and officer employees, the number of calls, assaults and deaths of police officers, and citizen complaints. Harris et al. (2017) examine whether the volume of surplus military equipment such as the amount of guns received by local law enforcement agencies affects citizen complaints about police, assaults on officers, officer deaths, arrests for a variety of crimes, crime rates, and case closure rates. Both studies find evidence that federal provision of military-grade equipment to local law enforcement may significantly contribute to increased public safety. Specifically, police militarization, as measured by value or volume of military-grade equipment, is associated with lower crime rates, decreased citizen complaints, and fewer assaults on officers. (Yet they find, too, that the value and volume of police militarization may increase drug crime arrests and not affecting offender deaths.) Therefore, these studies suggest that police militarization may achieve the overall policy goals its supporters claim. Perhaps they suggest, too, that militarized municipal and county police agencies are more effective at law enforcement and order maintenance, without producing or producing less adverse consequences.

Both of these studies recognize an important challenge in studying the effects of police militarizationpolice do not randomly receive military equipment from the federal government. The potential for endogeneity of the possession of military equipment to the outcomes we seek to understand is great. For example, if crime rates vary stochastically, and if police departments respond to high crime rates by seeking military-grade equipment, then regression to the mean in crime rates would lead to a spurious negative correlation between police militarization and crime rates.

To overcome this problem, the two studies use an instrumental variable design; however, they use different instruments. Bove and Gavrilova (2017) employ an instrument that combines information about military spending by the federal government and previous acquisitions of surplus military equipment by counties. Specifically, they construct a variable by interacting a county's likelihood of receiving any surplus military equipment with U.S. military spending, as a county is only eligible to receive that aid if federal military spending is sufficiently high in the previous year. They sum the quantity of items received by each county and divide that number by the lagged amount of military spending by the U.S. government. Essentially, this allows the authors to compare counties that frequently receive aid to counties that rarely do, in years following high U.S. military spending relative to those following lower military spending.

Harris et al. (2017) employ a different instrument. In fact, they propose four different instrumental variables, all of which focus on the likelihood a county will receive aid based on its location. Though the federal government distributes surplus military equipment to subnational agencies free of charge, agencies must pay the costs of shipping the equipment from a field activity center (FAC), of which 18 exist around the country. Therefore, an agency's proximity to a FAC directly contributes to the likelihood that agency will request aid, on the logic that it is cheaper for an agency closer to a FAC to get any military equipment than an agency further from it. Harris et al. (2017) use two instrumental variables that measure distances to/from FACs. However, as with Bove and Gavrilova (2017), because their data are only available aggregated by county, those instruments are measured at the county level, rather than the individual agency that makes the decision about whether to acquire the equipment. The first instrument is the inverse distance from the closest FAC and the second is the inverse distance from the sixth-largest FAC. The authors use two separate measures of the distance from a FAC because an item could originate from any of the 18 FACs across the country, and no one center has all categories or types of equipment. The last two instruments consider factors that contribute to the likelihood of the agencies in a county requesting equipment, namely the county's geographic size and its degree of drug trafficking. Harris et al. (2017) use a county's land area and whether it was designated a High Intensity Drug Trafficking Area (HIDTA) as additional instruments, with both measures positively influencing the probability agencies in a county will request surplus military equipment. In addition, as distinct from Bove and Gavrilova (2017), they examine military aid in various categories of equipment, separately.

### 3.2 Sources of Concern

Both of these previous studies were limited by the data made available by the Defense Logistics Agency (DLA) which, at the time, only provided the name of the county of the address to which equipment was shipped. The immediate cause of concern, then, is a matter of ecological fallacy. It is well known that ecological inference may result in bias (see Robinson (2009) and the following discussion articles for a primer). In this setting, an ecological fallacy would occur if, for example, military aid was going disproportionately to more suburban or rural parts of a county, while crime rates were decreasing in the more urban parts of the county, or vice versa. A county level analysis would indicate a positive correlation between military equipment and crime reduction while an agency level analysis would indicate a negative correlation between between military equipment and crime reduction.

More recently, though, the DLA released agency-level inventories of the items in the possession of each agency, which allows the analyst to avoid the risks of ecological inference. We have assembled these data and use them to attempt our replication of both previous studies. In examining the newly-available data, we have uncovered a variety of inconsistencies in the data previously released by the DLA and the data currently available. Table 1 summarizes documented examples of these concerns, which we also describe here in greater detail. At their essence, though, each of the problems we uncover has to do with discrepancies between records of what has been shipped, such as the data both Bove and Gavrilova (2017) and Harris et al. (2017) use, and current inventories.

While we cannot know the exact source of these discrepancies, recent media reports and a government study highlight the lack of rigorous controls to track this equipment which can result in (a) unreported transfers of equipment from one agency to another, (b) equipment being lost or damaged but not reported, or (c) poor record keeping of the equipment transferred in the first instance. For example, in a sting operation, the Government Accountability Office was able to create a fictitious law enforcement agency and gained permission to receive over $\$ 1$ million in military surplus equipment (United States Government Accountability Office 2017). In addition, because the original data only report the county to which equipment is shipped, it is possible there are items that have been shipped to one county on behalf of an agency located in another county. For example, we have learned of instances in which aircraft and vehicles have first been sent to
one location for repair, other maintenance, or even training, before being ultimately directed to the agency that has custody of the equipment. Table 2 details descriptions of these hypothesized concerns.

Value of aid transferred. First, there are discrepancies between the value associated with individual items in the original county-level data and the value reported in the current agency-level data. Discrepancies go both ways-sometimes items were assigned higher values in the original data, sometimes they are assigned higher values in the current data. The consequences of these discrepancies are direct, as a common operationalization of military transfers is the total value (per capita) of aid sent to each locality.

Inconsistent records. In some instances, the original data report items that have been transferred to a county, but we cannot locate such an item in the current inventory, even while we can locate a similar item in that county. In Table 1, for example, we describe two vehicles, one which was reported in the original data, and the other in the current data, with similar ship dates, but different serial numbers.

Missing counties. In the original county-level data, there are some counties that report no military surplus transfers, even while current records indicate they received equipment during the period covered by those data. Possible reasons include the indirect transfer process described above as well as simple errors in the original data released.

State agencies. Equipment shipped to state agencies, which can ultimately be deployed anywhere in a state, are associated with only the county to which it was shipped. This will result in an inflated level of military aid to counties with state agency receiving locations.

Missing controlled items. In line with high-profile controversies in the media, there are many instances of controlled items for which receiving agencies cannot currently account. In the original data, these items are shown to have been shipped, but not the agency to which they have been shipped. However, the current inventories cannot account for the location of these items. Indeed, in some localities, losing track of controlled equipment has become such a problem that law enforce-

| Problem | Description | Example(s) |
| :---: | :---: | :---: |
| Different <br> Item <br> Costs | Some items identified as matches (have the same description, NSN serial number, and ship date) have different costs. | In the NPR FOIA data, Yuba County, CA received a truck worth $\$ 47,069$ in 2012. In the current LESO inventory, Marysville Police Department in Yuba County (the only agency in that county to receive a vehicle in that year) received a truck worth $\$ 63,894$ in 2012. |
| Different <br> Item <br> Records | Some items identified as matches (have the same description, are in the same county, and are the only items of that type shipped to that county in that year) have different NSN serial numbers and ship dates, as well as costs. | In the NPR FOIA data, Humboldt County, CA received a utility truck with NSN 2320-01-107-7153 for a price of $\$ 47,609$ that was shipped on $10 / 12 / 2012$. In the current LESO inventory, Ferndale Police Department in Humboldt County (the only agency in that county to receive a vehicle in that year) received a utility truck with NSN 2320-01-346-9317 for a price of $\$ 89,900$ that was shipped on $3 / 1 / 2012$. |
| Missing Counties | Some counties (or county-years) are missing from the NPR FOIA data. | Sanpete County, UT is missing from the NPR FOIA data, but that same county is recorded as having received items in 2009 and 2010 in the current LESO inventory. No data is available for Howard County, MD in 2010 based on the NPR FOIA data, but that same county is recorded as having received items in 2010 based on the current LESO inventory. |
| State and Federal Agencies | It is unclear how items received by state and federal LEAs were recorded in the NPR FOIA data. The inclusion (or not) of state and federal agencies in county totals could be a source of some discrepancies between the NPR FOIA data and our data based on the current LESO inventory. | In the NPR FOIA data, there is no record of items received by Fulton County, AR in 2011. However, in the current LESO inventory, the Arkansas State Parks Department, which is geolocated to Fulton County, received 69 weapons in 2011. The Arkansas State Parks Department is the only LEA in Fulton County, AR in the 1033 program. The 69 weapons do not appear to be elsewhere in the NPR FOIA data. |
| Missing <br> Con- <br> trolled <br> Items | Some controlled items (such as weapons) that were in the NPR FOIA data are missing from the current LESO inventory. | In the NPR FOIA data, Baldwin County, AL received 4 sniper rifles in 2009. Those weapons are not included in the current LESO inventory. |
| Missing <br> Uncon- <br> trolled <br> Items | Uncontrolled items (tools, office supplies, and other items that are not weapons) are removed from the LESO inventory after one year. Therefore, there are many uncontrolled items that were in the NPR FOIA data that are no longer in the current LESO inventory. | In the NPR FOIA data, Clark County, IN received 912 items such as binoculars and clothing (not weapons or vehicles) in 2010. None of those items are included in the current LESO inventory. |

Table 1: Documented Problems Causing Differences Between the Current LESO Inventory and the NPR FOIA Data

| Problem | Description | Example(s) |
| :--- | :--- | :--- |
| Damaged <br> Items | Damaged items that are reported <br> to LESO state coordinators are re- <br> moved from the LESO inventory <br> after some time. The removal of <br> damaged items could cause dis- <br> crepancies between the NPR FOIA <br> data and the current LESO inven- <br> tory. | We have no way of knowing which items are no longer <br> in the LESO inventory because they were damaged. |
| Transferred <br> Items | Items can be transferred legally <br> (approved by LESO state coordi- <br> nators) or transferred illegally (no <br> approval) between LEAs. These <br> transfers could cause discrepancies <br> between the NPR FOIA data and <br> the current LESO inventory. | We have no way of knowing which items in the LESO <br> inventory were transferred. |
| Variability <br> in Ship- <br> ping <br> Locations | LEAs arrange for the shipping of <br> items obtained through the 1033 <br> program and have flexibility re- <br> garding where the items are sent. <br> The NPR FOIA data is based on <br> shipments to counties, but the cur- <br> rent LESO inventory is based on <br> the agencies responsible for the <br> items. Items shipped to a county <br> different from the county of the <br> LEA could causes differences be- <br> tween the two sets of data. | Without analyzing the individual requests submitted <br> to LESO state coordinators, we cannot identify which <br> (if any) LEAs and counties are subject to this problem. |

Table 2: Hypothesized Problems Causing Differences Between the Current LESO Inventory and the NPR FOIA Data
ment agencies have been suspended from participation in the 1033 program. For example, Maricopa County Sherriff Joe Arpaio admitted in 2014 that the county could not account for nine firearms it received through the program. At that point in time, 184 separate agencies were suspended from the program.

Missing uncontrolled items. Finally, the current, agency-level data cannot account for all uncontrolled items. Law enforcement agencies acquire ownership of the items after one year. Therefore, they do not need to report their possession of them on inventories. Accordingly, we cannot construct a full account of all uncontrolled items any agency has at its disposal.

### 3.3 Our Replication

Given these concerns, we present a replication analysis that relies on agency-level data in an attempt to first recover the original findings and then assess their robustness in light of concerns about ecological inference. That is, we take as given the other modeling choices made in these studies (e.g., the instrumental variables strategies) and focus solely on changing the unit of analysis from the county to the agency. We make this choice for two reasons. First, the recently-released data we described above make agency level analysis possible, where it wasn't before. Second, there is ex-ante reason to believe that bias due to ecological inference may be substantial. Local law enforcement occurs at the agency level. Cities and other municipalities typically have their own police departments, with sheriffs departments generally providing law enforcement in unincorporated or non-municipal parts of counties. The consequence is that we have no reason to believe that the aggregate measures of surplus military equipment transfers for all agencies in a county are evenly distributed across all agencies. In other words, the "treatment" of these studies-federal allocations of surplus military equipment-occurs at a level lower than the county. Furthermore, the public safety outcomes that past studies examine primarily occur, too, at the level of local agencies, not the county level. Given these facts, there is a strong prospect that findings of extant studies may result from an ecological fallacy.

## 4 Replication Analyses

In 2018 the DLA began releasing information that identifies which local law enforcement agencies posses surplus military equipment. We used this information to collect individual agency data on the monetary amount and quantity of surplus military equipment present in local law enforcement jurisdictions in all 50 states, as of March 2018. The data include names of the individual agencies within these states that requested and received any amount of military equipment from the 1033 program. It also includes information on the specific transfers/transactions between the federal program and local agencies: the categories and types of military equipment, quantity of it, and value of the equipment received, and the shipping dates.

For the purposes of the analyses below, we aggregate these data to the agency-year, ${ }^{2}$ reflecting the total monetary amount and quantity of equipmenteach agency received in each year from 2010 to 2015 .

### 4.1 Agency-Level Data

While accessing the agency-level data provides an powerful opportunity to evaluate whether the theoretical problems in the data affect the inferences drawn in past studies, they raise a host of issues to which we must be attentive. First, we need to map the agency-level data to jurisdictions. Often, this is straight-forward. The Atlanta Police Department is an agency in the DLA data, and that can be linked to the City of Atlanta, which is a law-enforcement jurisdiction for which we could collect the outcomes of interest. However, some other agencies are less easily linked to jurisdictions. In addition, for each agency, we do not necessarily know in which county it is located. To overcome these challenges, we use the Google Maps API. We search for each agency and retrieve its address, locality, and latitude and longitude. These pieces of information allow us to link the agency to a specific jurisdiction and county.

Second, while the agency-level data provide us with information for agencies participating in the 1033 program, they obviously do not provide us with information for agencies not participating in the program. In other words, we only have those agencies for which there were any military transfers. We are left to construct the set of jurisdictions that received no military transfers. To

[^2]overcome this issue, we rely on the universe of cities that report crime rates to the FBI. This is neither the universe of agencies receiving military transfers nor the universe of agencies in the US. The sample in our data, then, is the set of agencies reporting crime rates to the FBI. While we have no reason to believe this constitutes a random sample of agencies, it is the full set of agencies that are available to be studied given the research design set out in the analyses we replicate.

We rely on the FBI's Uniform Crime Reporting (UCR) Program data to identify the effect of militarization on crime, but we recognize the shortcomings of this data. Primarily, it is difficult to know whether missing crime data is truly missing for that year. It could be the case that cities are recording all their crime data in one month of the year and are missing the rest of the months, or the city could be reporting their data through another agency, or the missing data could be due to human error (Maltz 1999). Though we recognize these limitations, we use the FBI data for this initial analysis to more closely approximate the results found in Bove and Gavrilova (2017) and Harris et al. (2017) as both of these authors also use the same data, which is subject to the same limitations as us using it here.

However, we caution that limitations with the UCR data themselves could contribute to the ecological fallacy problem we highlighted above. Within counties in the US, there is considerable heterogeneity in comprehensiveness of UCR data, especially in a way that interacts with military aid patterns. From 2010 to 2015 (our sample period) there are 1,729 jurisdictions that received surplus military equipment but did not report crime data to the FBI. In addition, fewer than 600 counties (out of 3,141 ) have complete coverage of crime reports from jurisdictions within the county's borders. In the other counties, at least some jurisdictions within the county do not report their crime statistics. Still further, there is considerable within-county variation in the receipt of surplus military equipment. The mean standard deviation in the logged sum of all military aid is 1.7 and the maximum is 10.8 . The consequence of these observations is that there is a mismatch between the military equipment data aggregated at the county level and the crime data aggregated at the county level.


Figure 2: Distribution of logged total value of yearly transfers to agencies receiving any aid, 20102015.


Figure 1 shows the location of each agency that received a transfer of military surplus equipment from the DLA between 2010 and 2015. The points show the location of the agency, and the color corresponds to the total amount, in US dollars, of the value of the transfers to each agency - darker colors indicate more aid. In general, there seem to be some patterns, such as more transfers going to more populous parts of the country. At the same time, there is some interesting variation not necessarily associated with population. The state of Mississippi, for example, stands out for its relative lack of transfers, as do Virginia, North Carolina, and West Virginia. At the same time, there have been a large amount of transfers to Appalachia and the coastal parts of the Mid-Atlantic region.

Figure 2 reports the distribution of the total value of all transfers each year to all agencies receiving any support from the 1033 program. Excluded from this figure are the many jurisdictions that received no military transfers. (Including them makes the distribution appear to be little more than a point mass at zero.) These data indicate that most places in most years receive a relatively similar, and relatively small, amount of military transfer support, whereas a small number of places receive very larger amounts of support in some years. (Keep in mind the $x$-axis is on the $\log$ scale.)

Figure 3: Total crime rate per 100,000 and logged total military transfers each year, 2010-2015.


Indeed, in Figure 3 we show the raw correlation between the amount of military surplus transfers to each jurisdiction reporting crime data in each year and that year's total crime rate. We exclude from this analysis a very small number of observations where small jurisdictions with tiny populations experience a handful of crimes and therefore have unnaturally larger crime rates.

### 4.2 Replication of Bove and Gavrilova (2017)

Bove and Gavrilova's (2017) analysis seeks to understand the effect of militarization aid on crime rates for all jurisdictions. To ensure that we have complete coverage on the number of jurisdictions that could request equipment from the federal government, in our replication we include all cities and all counties in all states that reported crime data, one of the main variables in the analysis. Though there are over 19,000 local jurisdictions across the fifty states, ${ }^{3}$ just over 9,000 of those reported crime data to the national government. Therefore, the final sample includes the approximately 9,000 agencies that report crime data and could request militarization aid from the federal government.

[^3]Following Bove and Gavrilova (2017), we estimate the following specification:

$$
\begin{equation*}
\text { Crime }_{a, t}=\beta \text { Equiphment }_{a, t-1}+\alpha_{a}+\delta_{t}+\zeta_{s}+\gamma X_{a, t}+\epsilon_{a, t} \tag{1}
\end{equation*}
$$

where the variable Equipment ${ }_{a, t-1}$ is the fitted level of equipment at agency $a$ in year $t-1$.The model also includes three sets of fixed effects - $\alpha, \delta, \zeta$ - agency, time, and state fixed effects, respectively. Finally, we include a matrix of demographic control variables, $X_{a, t}$, following Bove and Gavrilova (2017): percent in poverty, median household income, unemployment, population, population male, population Black, population aged 15-19, population aged 20-24, and population aged 25-34. All control variables were collected from the Census Bureau.

Before presenting the regression results, it is useful to consider the differences between our data disaggregated by individual agencies, our data aggregated to counties, and the Bove and Gavrilova's (2017) data, which is aggregated to counties. Table 3 displays the summary statistics for our agency-level data and our county-level data, compared to the data from the replication files made available by Bove and Gavrilova (2017) for their analysis. Table 3 also displays the summary statistics for the Harris et al. (2017) data, which we discuss below.

For the most part, the crime rates for either the jurisdictions or just the counties look relatively similar, which is not surprising considering Bove and Gavrilova (2017) use county crime rates that include the crime rates of jurisdictions within a county's borders. Additionally, the instrumental variable, B\&G IV, is fairly similar in the county estimates. The significant differences lie in the militarization variables - Bove and Gavrilova (2017) have a much higher value and quantity for the militarization variables in their data. We hunted for reasons within the data for this smaller magnitude, including line-by-line comparisons of Bove and Gavrilova's (2017) data and ours and concluded that the underlying data in our and Bove and Gavrilova (2017) dataset is simply different and of a much smaller magnitude (more information in the appendix). While we do not know the exact reason for these discrepancies, one very plausible reason could be the types of data that disappear from the LESO data over time - clothing, for example, which typically comes in much higher quantities than objects like guns or tanks. Finally, the demographic and economic control variables are fairly consistent across both datasets, which provides encouraging evidence that our samples do not differ very significantly.

Next, we estimate the IV regression model using both Bove and Gavrilova's (2017) replication data and using our disaggregated information at the agency level. We use the same estimation strategy for both sets of data, including additive state, year, and either county or agency fixed effects. This allows us to recover their results. Finally, we cluster our standard errors by either county or agency. The results of both of these regressions ${ }^{4}$ are in Table 4.

[^4]Table 3: Summary Statistics

|  | Mean |  |  |  | SD |  |  |  | Median |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Repl | ation | B\&G | Harris et al. | Repli | ation | B\&G | Harris et al. | Repl | ation | B\&G | Harris et al. |
|  | Agency | County | County | County | Agency | County | County | County | Agency | County | County | County |
| Crime rate | 3,254.3 | 2,121.0 | 2,500.0 |  | 51,535.7 | 1,414.0 | 1,536.9 |  | 2,227.9 | 1,961.7 | 2,249.3 |  |
| Murder rate | 2.7 | 2.8 | 3.4 | 3.1 | 14.2 | 5.5 | 6.8 | 6.4 | 0.0 | 0.0 | 0.3 | 0.0 |
| Robbery rate | 53.4 | 31.4 | 41.3 | 35.9 | 290.3 | 52.6 | 69.7 | 69.5 | 16.5 | 13.2 | 17.5 | 13.0 |
| Assault rate | 196.6 | 168.0 | 200.4 | 912.7 | 378.4 | 164.7 | 194.8 | 761.9 | 107.8 | 125.8 | 150.3 | 773.4 |
| Burglary rate | 536.1 | 491.1 | 585.6 | 513.9 | 884.2 | 372.7 | 418.0 | 391.0 | 381.4 | 421.4 | 501.9 | 445.6 |
| Larceny rate | 2,298.3 | 1,298.3 | 1,532.4 |  | 50,599.6 | 892.8 | 954.0 |  | 1,478.3 | 1,221.5 | 1,410.6 |  |
| Vehicle theft rate | 147.9 | 104.0 | 136.8 | 135.9 | 1,309.1 | 107.8 | 139.7 | 158.6 | 75.4 | 79.3 | 103.7 | 98.0 |
| Aid value ( $\mathrm{B} \& \mathrm{G}$ ) | 13,844.7 | 31,501.1 | 49,372.5 |  | 107,848.6 | 153,496.7 | 1,125,022.4 |  | 0.0 | 0.0 | 0.0 |  |
| Aid value (Harris et al.) | 13,844.7 | 31,501.1 |  | 88,083.5 | 107,848.6 | 153,496.7 |  | 2,043,833.3 | 0.0 | 0.0 |  | 0.0 |
| Aid quantity (B\&G) | 3.5 | 11.8 | 58.8 |  | 59.4 | 116.6 | 979.9 |  | 0.0 | 0.0 | 0.0 |  |
| Aid quantity (Harris et al.) | 3.5 | 11.8 |  | 18.8 | 59.4 | 116.6 |  | 122.7 | 0.0 | 0.0 |  | 0.0 |
| Percent poverty | 16.4 | 16.2 | 16.2 |  | 9.8 | 6.5 | 6.4 |  | 14.9 | 15.5 | 15.3 |  |
| Median income | 50,650.4 | 45,499.8 | 43,111.7 |  | 25,065.1 | 11,863.8 | 11,092.1 |  | 44,204.5 | 43,655.0 | 41,275.0 |  |
| Unemployment rate | 5.4 | 4.9 | 7.3 | 6.3 | 2.7 | 2.0 | 3.2 | 2.9 | 5.1 | 4.8 | 6.7 | 5.8 |
| Population | 20,786.7 | 98,712.7 | 92,574.5 | 95,758.2 | 120,079.1 | 314,460.7 | 255,477.6 | 307,970.1 | 5,101.5 | 25,906.0 | 24,305.0 | 25,596.0 |
| Share males | 0.5 | 0.5 | 0.5 |  | 0.7 | 0.0 | 0.0 |  | 0.5 | 0.5 | 0.5 |  |
| Share blacks | 0.1 | 0.1 | 0.1 | 0.1 | 0.2 | 0.1 | 0.2 | 0.1 | 0.0 | 0.0 | 0.0 | 0.0 |
| Share age 1519 | 0.1 | 0.1 | 0.1 |  | 0.1 | 0.0 | 0.0 |  | 0.1 | 0.1 | 0.1 |  |
| Share age 2024 | 0.1 | 0.1 | 0.1 |  | 0.1 | 0.0 | 0.0 |  | 0.1 | 0.1 | 0.1 |  |
| Share age 2534 | 0.1 | 0.1 | 0.2 |  | 0.2 | 0.0 | 0.0 |  | 0.1 | 0.1 | 0.2 |  |
| Per cap income | 26,046.4 | 23,313.4 |  | 31.1 | 13,830.7 | 5,549.5 |  | 9.1 | 22,701.0 | 22,601.0 |  | 29.5 |
| B\&G IV | 1.5 | 3.3 | 4.3 |  | 2.9 | 3.8 | 3.7 |  | 0.0 | 2.7 | 3.8 |  |
| Harris et al. IV 1 | 0.2 | 0.2 |  | 2,089.7 | 0.8 | 0.3 |  | 5,310.3 | 0.1 | 0.1 |  | 871.3 |
| Harris et al. IV 2 | 0.0 | 0.0 |  | 407.2 | 0.0 | 0.0 |  | 417.8 | 0.0 | 0.0 |  | 221.1 |
| Harris et al. IV 3 | 47,372.5 | 249,394.0 |  | 1,675,891.1 | 50,676.3 | 129,176.4 |  | 1,623,002.6 | 35,524.4 | 307,088.4 |  | 937,102.7 |
| Harris et al. IV 4 | 10,818.3 | 5,486.3 |  | 42,356.1 | 17,729.4 | 15,215.6 |  | 138,217.3 | 0.0 | 0.0 |  | 0.0 |
| Harris et al. IV 5 | 836.7 | 481.1 |  | 0.1 | 3,734.3 | 807.7 |  | 0.1 | 324.0 | 274.8 |  | 0.0 |
| Harris et al. IV 6 | 56.1 | 46.0 |  | 0.0 | 53.4 | 33.3 |  | 0.0 | 38.9 | 41.0 |  | 0.0 |
| Harris et al. IV 7 | 189,344,690.0 | 666,042,845.4 |  | 43.4 | 278,819,496.2 | 461,004,023.5 |  | 8.1 | 95,430,819.2 | 586,494,032.4 |  | 42.9 |
| Harris et al. IV 8 | 43,259,900.9 | 14,652,062.6 |  | 1.1 | 91,224,410.7 | 44,287,001.5 |  | 2.5 | 0.0 | 0.0 |  | 0.0 |

The data come from the following sources: the Stockholm International Peace Research Institute (SIPRI), the Law Enforcement Support Office (LESO), the FBI's Uniform Crime Reports (FBI UCR), and the
Census Bureau (CB). The Replication Agency data are from 2010 to 2015, the Replication County data are from 2009 to 2013, the Bove and Gavrilova (2017) County data are from 2006 to 2012, and the Harris Census (2ureau Col. (2017) County data are from 2002 to 2013.
Table 4: The Effect of Military Aid on Substantiated Crime Rates (Table 2 in Bove and Gavrilova (2017))

${ }^{* * *} p<0.001,{ }^{* *} p<0.01,{ }^{*} p<0.05$
All regression specifications control for percent in poverty, logged median household income, unemployment, logged population, share male, share Black, share aged $15-19$, share aged $20-24$, share aged $25-34$, and agency/county and year fixed effects. The B\&G column numbers correspond to their models and can be matched back to their Table 2 results. The Replication regressions are run on County data from 2009-2013 and Agency data from 2010-2015. The Bove and Gavrilova (2017) County data is from 2005-2012. We removed 24 outliers from the agency-level database that had total crime rates of over one hundred thousand.

Our results, either in the agency or the county estimations, differ significantly from those of Bove and Gavrilova (2017). We either find no significant effect of military aid on a variety of crime rates, or we find a significant and positive effect, as with the total crime rate variable. While it is important to note our analyses use different time periods, the results here suggest their conclusions are sensitive to either different time periods or different units of analysis. We also perform an analysis using only the subset of years in which both Bove and Gavrilova (2017) and we have data, from 2010 to 2012. The results, presented in the appendix, are similarly inconclusive. Not only do our results stay insignificant as in Table 4, their results become insignificant in every specification. Their sample size is roughly halved, but still remains large at over 9,000 , yet their coefficients all become insignificant. Even changing just the years included in the analysis makes the results insignificant, highlighting how precarious Bove and Gavrilova's (2017) conclusions are. We therefore cannot conclude definitively that military aid exerts any influence on crime rates, either at the county or the agency level.

### 4.3 Replication of Harris et al. (2017)

Harris et al. (2017) analyze how a higher quantity of aid affects a variety of outcomes, including citizen complaints, assaults on officers, and arrest rates. For the purposes of this replication, however, we focus solely on their analysis regarding crime: how does the quantity and value of items shipped affect crime rates within specific jurisdictions? Harris et al. (2017) identify this relationship at the county level, similar to Bove and Gavrilova (2017). In Table 3, we report descriptive statistics from the Harris et al. (2017) data. When compared to our data, we again find encouraging consistency concerning key control variables but notable distinctions in the military aid information, given our disaggregated data.

Importantly, our data differ slightly from Harris et al. (2017) because of data limitations at the city level. First, while they include a set of controls concerning the number of arrests made at the county level, not all of those data are made available at the city level. We only include that information that is listed by the FBI, so our arrest data only considers arrests made on charges of murder, rape, robbery, burglary, and assault. Second, while the county data record gun assault crimes, the city data do not. So the dependent crime variables we look at are rates of murder,
robbery, assault, and vehicle theft ${ }^{5}$. Finally, there remain significant discrepancies between Harris et al.'s (2017) instruments and the ones we calculate from their description of those instruments in the paper (more detail in the appendix).

With these distinctions in mind, we now replicate their analysis. Using their county-level data, we replicate the results found in Harris et al. (2017) exactly. We then re-estimate their analysis using our jurisdiction-level dataset. The sample for this analysis follows the description in Section 4.2, in which we separately determine how militarization affects crime rates at the approximately 9,000 agencies in any given year. We estimate their instrumental variables model, following Table 8 in Harris et al. (2017). The second-stage equation is given by:

$$
\begin{equation*}
\text { Crime }_{a, t}=\beta_{0}+\beta_{1} \hat{E}_{a s, t-1}+\beta_{2} X_{a, t}+\beta_{3} L_{a, t-1}+\alpha_{a}+\nu_{t}+\epsilon_{a, t} \tag{2}
\end{equation*}
$$

The outcome of interest in the second-stage regression is the reported crime rates-for the crimes of homicide, robbery, assault, and vehicle theft-for agency $a$ at time $t .{ }^{6}$ The variable $\hat{E}_{a s, t-1}$ is the estimate of the lagged equipment for jurisdiction $j$ at $t$ - 1.In this analysis, we examine two variables regarding equipment: either the logged number of items shipped in the previous year, or the logged value of those shipments. Second, $X$ is a matrix of controls including per capita personal income, unemployment, and population (all collected from the Census Bureau), and $L_{a, t-1}$ are the lagged arrest rates for the crimes of murder, rape, robbery, burglary, and assault (from UCR). Finally, $\alpha$ and $\nu$ represent vectors of agency and year fixed effects, respectively.

[^5]Table 5: The Effect of Receiving Tactical Items on Substantiated Crime Rates (Table 8 in Harris et al. (2017))

|  | Homicide |  |  | Robbery |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Harris et al. | Replication |  | Harris et al. | Replication |  |
|  | County (1) | County | Agency | County | County | Agency |
| $\log \mathrm{items}_{t-1}$ | $\begin{aligned} & -0.22 \\ & (0.32) \end{aligned}$ | $\begin{aligned} & -0.26 \\ & (0.55) \end{aligned}$ | $\begin{aligned} & 4.34^{* * *} \\ & (0.95) \end{aligned}$ | $\begin{gathered} -15.39^{* * *} \\ (3.38) \end{gathered}$ | $\begin{aligned} & 12.56^{*} \\ & (6.24) \end{aligned}$ | $\begin{gathered} 58.91^{* * *} \\ (9.30) \end{gathered}$ |
| $\log$ value $_{\text {t-1 }}$ | $\begin{gathered} 0.35 \\ (0.29) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.17) \end{gathered}$ | $\begin{gathered} 1.11^{* * *} \\ (0.18) \end{gathered}$ | $\begin{gathered} -6.23^{*} \\ (2.99) \end{gathered}$ | $\begin{gathered} 2.73 \\ (1.48) \end{gathered}$ | $\begin{gathered} 11.95^{* * *} \\ (1.85) \end{gathered}$ |
| Num. obs. | 36671 | 15425 | 45000 | 36671 | 15425 | 44998 |
|  | Assault |  |  | Vehicle Theft |  |  |
|  | Harris et al. | Replication |  | Harris et al. | Replication |  |
|  | County (4) | County | Agency | County (5) | County | Agency |
| $\log \mathrm{items}_{t-1}$ | $\begin{gathered} -145.80^{* * *} \\ (35.07) \end{gathered}$ | $\begin{gathered} -18.96^{* *} \\ (7.32) \end{gathered}$ | $\begin{gathered} \hline 184.16^{* * *} \\ (30.34) \end{gathered}$ | $\begin{gathered} -114.51^{* * *} \\ (15.59) \end{gathered}$ | $\begin{gathered} \hline-0.00^{*} \\ (0.00) \end{gathered}$ | $\begin{gathered} 99.79^{* * *} \\ (23.70) \end{gathered}$ |
| $\log$ value $_{t-1}$ | $\begin{gathered} -110.35^{*} \\ (44.03) \end{gathered}$ | $\begin{aligned} & -4.27^{*} \\ & (1.72) \end{aligned}$ | $\begin{gathered} 36.27^{* * *} \\ (6.17) \end{gathered}$ | $\begin{gathered} -55.94^{* *} \\ (18.35) \end{gathered}$ | $\begin{aligned} & -0.00 \\ & (0.00) \end{aligned}$ | $\begin{gathered} 25.11^{* * *} \\ (4.39) \end{gathered}$ |
| Num. obs. | 36671 | 15425 | 44966 | 36671 | 15425 | 44994 |
| ${ }^{* * *} p<0.001,{ }^{* *} p<0.01,{ }^{*} p<0.05$ |  |  |  |  |  |  |
| All regression specifications control for lagged arrest rates, economic controls, and agency/county and year fixed effects. The Harris column numbers correspond to their models and can be matched back to their Table 8 results. The Replication regressions are run on County data from 2009-2013 and Agency data from 2010-2015. The Harris et al. (2017) County data is from 2000-2013. We removed 24 outliers from the agency-level database that had total crime rates of over one hundred thousand. |  |  |  |  |  |  |

Table 5 reports first, the replicated results from Table 8 in Harris et al. (2017) and second, our replicated results using our jurisdiction-level data. Whereas Harris et al. (2017) found significant and negative relationships between the logged items given to counties and robbery, assault, and vehicle theft rates, we find no statistically significant effect on those categories of crime rates or any other categories of crime rates. Similarly, if we instead examine the logged value of items, Harris et al. (2017) find a significant and negative relationship between military equipment transfers and robbery, assault, and vehicle theft rates, whereas we find no significant effect of the value of military equipment transfers and a variety of crime rates. Even if we limit both Harris et al. (2017) and our analysis to only the years in which we have overlapping data, from 2010 to 2012, the purported
negative relationship between transfers of military equipment and crime at the local level does not appear, either in the agency or county data. Their sample size decreases significantly, however, as their original data covers 2000 to 2013, so the insignificance could be partially due to a decrease in statistical power. Either way, though, both Harris et al.'s (2017) and Bove and Gavrilova's (2017) conclusions are extremely sensitive to the time period selected by the analyst.

## 5 Discussion and Conclusion

Police militarization continues, facilitated by policies and programs of the federal government. These policies and programs provide material support to subnational governments seeking to upgrade their law enforcement equipment, primarily (perhaps) for the purposes of law enforcement and order maintenance. In particular, the federal 1033 program provides surplus military equipment to municipal police departments, county sheriffs departments, and other subnational law enforcement agencies. That program, along with others of the federal government, has changed the appearance and operations of many local law enforcement agencies. In the process, it blurs a bit more the line between military security and domestic law enforcement, both in perception and practice. The purported justification for police militarization, though, is that it increases public safety, especially by decreasing crime, through crime desistance, crime deterrence, and crime control by incarceration.

Because of the significance of the changes to policing that have taken place, recent scholarship has set out to analyze the effects of police militarization on important measures of law enforcement and order maintenance. Two recent studies, in particular, tried to assess how and how much police militarization affects crime rates and other metrics of public safety associated with policing. They concluded that the transfer of surplus military equipment to local police departments reduced crime, along with civilian complaints against police officers, without adverse consequences such as increased assaults on police or lethal harm of civilians during police-civilian encounters. However, there are methodological reasons to interrogate their conclusions and claims drawn from them about police militarization. First, findings from other studies report inconsistent or contradictory evidence that challenge those conclusions and claims. Second, the previous analyses were forced to use aggregate data for counties, despite police militarization and crime happening levels below counties, in and across local law enforcement jurisdictions.

We employed recently-released 1033 Program data that report the agency to which equipment has been sent, rather than the county, to quasi-replicate the analyses in two key studies, Bove and Gavrilova (2017) and Harris et al. (2017). Our analyses of agency data from the 1033 Program did not recover the findings reported in those studies. We posit that the mismatch in findings about the effects of police militarization are the consequence of an ecological fallacy. Moreover, we show that when analyzing the effect of police militarization-monetary amounts and types of equipment- on crime rates at the level at which both police militarization and crime rates manifest-local police jurisdictions-there is an absence of a relationship between surplus military equipment transfers to local law enforcement agencies and rates of crime in their jurisdictions. Although our counterevidence is strong, it does not settle academic and practical debates about the need and products of police militarization at the local level in the United States. Instead, our counterevidence invites refinement of the conceptualization and measurement of police militarization, as well as more studies of the public safety outputs and outcomes of police militarization and the civic consequences of police militarization for communities and our republican democracy, inclusive of worsening perceptions of police legitimacy, weakened police-community relations, and electoral and non-electoral political participation.
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This appendix details the data collection and replication policies followed in this article. For ease of understanding, we separate these discussions into three categories: independent data collection details, replication details of Bove and Gavrilova (2017), and replication details of Harris et al. (2017).

## A Independent Data Collection Details

## A. 1 Militarization Variables

In 2018, the DLA released information on the specific local law enforcement agencies that had requested military equipment. Previously, the only data available (and that used in both Bove and Gavrilova (2017) and Harris et al. (2017)) was militarization data aggregated to the county to which each item was shipped.

The raw data is an agency-item dataset, whereby each entry is one item requested and received by an individual agency. The data, which we downloaded on March 31, 2018, provided an accurate inventory of the military items individual agencies held. Importantly, this data reflects inventory, meaning that items that had been returned and/or re-bought by the Department of Defense and/or cancelled by the agency would not be included in this count (United States Government Accountability Office 2017). Moreover, as Davenport et al. (2018) explains, there is an important distinction between controlled and non-controlled items. Controlled items are typically sensitive in nature and include items like tanks and guns, whereas non-controlled items include objects like office equipment. Non-controlled equipment drops off the Department of Defense books after one year of receipt (Davenport et al. 2018), meaning that the current inventory of military equipment could be missing those non-controlled items received by the agency more than one year prior.

In the dataset, there are no broad categories of items (i.e. guns, trucks, etc.) already coded. Instead, the data contains a thirteen-digit national stock number (NSN) for each individual item that is comprised of three components: a federal supply code, country of origin, and two unique numbers indicating the item type. Each federal supply code is comprised of four digits, the first two of which are the groups of items, whereas the next two identify the type of item. For our purposes, we only need the broad groups, the next two identify type of item, but for our purposes we only need the group. As an example, a 5.56 millimeter riffe's NSN is 1005-01-128-9936 - we only need the first four digits to identify group. Group 10 identifies this item as a weapon, and the following 05 identifies the item as a gun through 30 millimeters. We use this classification to categorize our
items into broad groups (generally speaking, weapons, vehicles, gears following Bove and Gavrilova $(2017)^{7}$ and weapons, optics, and vehicles following Harris et al. (2017)).

We also spoke with a coordinator, Kenneth (Ken) MacNevin, the Chief Spokesperson for DLA Disposition Services, about the requisition process. Law enforcement agencies (LEAs) not only pay for the cost of the shipping of the items that they request, but they also make all arrangements through commercial transport/shipping companies for the delivery of the items. Sometimes LEAs will opt to use their own vehicles to go to the location of the item and pick it up themselves. This could either be at a disposition center or at the actual location of the item if not in a disposition center. Ken clarified that for large items that the military gives to the 1033 program, the items might remain at the location of their last use and must be transported from there (rather than going through a disposition center).

If an LEA opts for shipping, they have a good deal of flexibility in where/how the item is shipped because they arrange the whole process. Ken shared examples of how some LEAs have arranged for items to be sent directly to repair shops first and then later pick up the items from there (including a vehicle that was sent to a high school auto repair department). It is possible for LEAs to have items shipped to other LEAs for pickup there, but the main LESO office doesn't keep track of it. If anyone keeps track of it, it would be the state coordinators. According to Ken, the state coordinators work with LEAs on any unusual shipping arrangements. The state coordinators have to approve all of their LEAs' requests.

In regards to the current LESO inventory data available, Ken clarified that any damaged items are removed from the inventory after a period of time. LEAs contact their state coordinators about damaged items. Ken cited examples of airplane crashes, broken rifles, etc. He also emphasized that the purpose of the current inventory data is to keep a record of which LEAs are responsible for which controlled items. It is supposed to represent what the LEA would need to account for if a LESO representative arrived on site for an inspection. Damaged items would not be included in this.

[^6]
## A. 2 Creating Jurisdiction Dataset

To replicate and extend the analyses in Bove and Gavrilova (2017) and Harris et al. (2017), we gathered a set of demographic, economic, and crime variables for individual jurisdictions. The first task in amassing this dataset is to create a universe of all jurisdictions in the United States that could theoretically request military aid from the government. We identified the universe of these jurisdictions as the entities that reported crime data to the FBI and while this is not a perfect delineation of every agency in the United States, provides a comprehensive set of the cities that experience crime and could request military aid to theoretically prevent incidences of crime.

A large difficulty in creating this jurisdiction dataset was matching city names across a variety of datasets. Even within different types of Census data files, cities would have slightly different spellings or punctuations. As an example, in various states ${ }^{8}$, city names are followed by a description of the location in question - Andover Township rather than just Andover. We had to ensure there were not mismatches between cities that were slightly different in one dataset than in another. Alternatively, if a city includes an accent in its name, it often showed up in our dataset as a set of random characters (like ' $\backslash \mathrm{xb} 1$ '). We fixed those issues as much as possible, though there could still remain cases where the merge did not match exactly.

## A.2.1 Crime Data

There are approximately 9,000 cities in the United States that report crime data to the FBI annually. We acknowledge the real difficulties with this crime data: missingness and inaccurate counts of crimes within jurisdictions has been well-documented elsewhere (Maltz 1999). Nevertheless, because both Harris et al. (2017) and Bove and Gavrilova (2017) (as well as the broader literature) use these data, we similarly rely on the FBI figures to construct crime rates for a variety of offenses: total crime, murder, robbery, assault, burglary, larceny, and vehicle theft. We collect this information from the FBI's Uniform Crime Reports and calculate crime rates, the number of reported crimes by offense type per 100,000 resident population in each jurisdiction.

It is rare, but possible, that two agencies within one city received military equipment (a university police department and that city's police department, for example). Both agencies would

[^7]report their crimes but they would be merged and reported for the city to the FBI. However, we are not concerned about aggregating to the jurisdiction. In some cases, there may be municipal law enforcement agencies with jurisdictions crossing county lines. For example, because the city of Atlanta includes large portions of Fulton County and smaller portions of DeKalb County, the Atlanta Police Department operates in both, which also have their own county-level departments. Because any city crimes regardless of county covered would be reported to the city police, we simply aggregate this data to the city without regard to the county.

One difficulty with this data is that it is a rate, so smaller jurisdictions with more incidences of crime appear to have massive crime rates. In 2014 for example, Lakeside, Colorado, experienced 657 incidences of crime (the vast majority being property crime) when the reported population is only 8 . The calculation of the total crime rate, then, results in a figure of $8,212,500$ total crime rate. Another example is Vernon, California, which experienced one murder in 2012 but only had a population of 114 . The murder rate for that city-year was over 800. Finally, Industry, California, had a population of 222 in 2011, but experienced 234 motor vehicle thefts, making the crime rate for car thefts extremely high. Therefore, there is some skew to the data, especially in the jurisdiction data with the much smaller population sizes. In the main analysis of the paper, we exclude any cities with a crime rate over 100,000, though we include all outliers in supplementary materials below.

Finally, to replicate Harris et al. (2017), we needed to collect arrest data for counties and jurisdictions. The only difficulty in this is that cities do not report arrest rates for as many crimes as the counties do: in Table 8 of Harris et al. (2017), which is our main table we are extending, it lists arrest rates for gun assault. Though the FBI reports this information for the county, it does not do so for individual cities. Therefore, we were constrained in the types of arrest rates included in our analysis.

## A.2.2 Other Variables

The remaining variables are collected from a variety of sources. Most control variables, like percent poverty, unemployment rate, median income, population, share male, share Black, and share of various age groups, come from a variety of datasets published by the Census Bureau.

## A.2.3 Variables Used in Bove and Gavrilova (2017) Replication

As mentioned in the main text, one of the variables used to calculate the instrument used in Bove and Gavrilova (2017) is the level of military expenditures for the United States. We gathered this information from the Stockholm International Peace Research Institute and it represents the military spending of the United States government (in thousands) in constant dollars.

## A.2.4 Variables Used in Harris et al. (2017) Replication

One set of instrumental variables in Harris et al. (2017) relies on distance from the nearest DLA disposition centers. There are eighteen of these centers across the country. We calculated the Haversine distance ('as the crow flies') between each jurisdiction and the nearest and sixth-nearest disposition center to calculate the comparable instruments for our data. In the Harris et al. (2017) replication files, only the instrumental variables are included: the raw distances from each county to the first- and sixth-nearest disposition center, for example, are not included. However, to compare our distances calculated with theirs, we attempted to back out the distances used. Following the text in Harris et al. $(2017,302)$, the description of the instrument is as follows: "Our identification strategy relies on instruments constructed from exogenous time-invariant cost shifters (distance to FACs) interacted with exogenously changing amounts of tactical items made available through the 1033 Program ... the inverse distance from the centroid of county $j$ to the $k$-th closest field activity center." Therefore, we expect the distance instruments to be calculated by multiplying the amount of aid given to jurisdiction $j$ by the inverse distance to the first- or sixth-nearest disposition center. If this equation is correct, we can back out the distance as follows, for the nearest disposition center:

$$
\text { Instrument }=\text { Total.Items } \times \frac{1}{\text { Distance.to.Nearest.Disposition.Center }}
$$

With a little arithmetic, this is how we would calculate the distance from having just the instrumental variable and the total number of items issued.

$$
\frac{\text { Instrument }}{\text { Total.Items }}=\frac{1}{\text { Distance.to.Nearest.Disposition.Center }}
$$

Total.Items $=$ Instrument $\times$ Distance.to.Nearest.Disposition.Center

$$
\text { Distance.to.Nearest.Disposition.Center }=\frac{\text { Total.Items }}{\text { Instrument }}
$$

We then compare our independent calculation of our distances with their distances, as backed out from their analysis. The distances are roughly equal: our distances have a mean of 230.015 and a median of 192.546, whereas their mean and median are 215.318 and 191.301, respectively. The only difference appears to be that they do not include areas in Hawaii or Alaska in their analysis, as their maximum distance is approximately 700 , whereas ours is over 2,000 .

The distance instruments, gleaned from the Stata replication .do file, are calculated by interacting the inverse distance to either the first or sixth nearest disposition center with either total items issued or total value of items issued.

The second set of instruments used in Harris et al. (2017) use two other pieces of information about jurisdictions: whether it was ever designated a high-intensity drug trafficking area (HIDTA) and its land area. We collected information on whether individual jurisdictions were ever HIDTAs and also collected data on the land area, in miles, of each jurisdiction from the Census Bureau. The instruments interact the dummy for a HIDTA and the log-land area of a county with either total items issued or total value of items issued.

## A. 3 Creating Aggregated County Dataset

To create the dataset at the aggregated county level, we utilize two approaches. First, for the militarization data, we group the data by county and sum all the military aid variables to the county. Second, for the remaining demographic and economic information for the counties - we use the values for each county that are reported to the Census Bureau. Finally, our crime data at the county level comes from the Inter-University Consortium for Political and Social Research (ICPSR) and represents all crimes reported to agencies within each county. This series, called the Uniform Crime Reporting Program Data: County-Level Detailed Arrest and Offense Data, aggregates crime information for all agencies within each county, accounting for issues like agencies that span multiple counties and missing data, and is the data source reported explicitly in Bove and Gavrilova (2017) (and is likely the one used in Harris et al. (2017), though it is not referenced explicitly).

## A. 4 Creating Summary Statistics

To properly compare our datasets with both Harris et al. (2017) and Bove and Gavrilova (2017), we calculated summary statistics, as seen in Table 3 in the main body of the paper. We calculated militarization variables in our dataset (as described above) and compared that to the total amount, in dollars, each jurisdiction received (the total_raw and sum_value variables in Bove and Gavrilova (2017) and Harris et al. (2017), respectively) and the total quantity of items received (the tot_q and sum_items variables in Bove and Gavrilova (2017) and Harris et al. (2017), respectively). Because all total values of militarization aid were logged in the Harris et al. (2017) materials, we exponentiated the logged values and assumed that any jurisdiction that had a quantity of one item after the exponentiation had zero awards in that year ${ }^{9}$.

## B Bove and Gavrilova (2017) Replication Details

## B. 1 Source of Replication

Using the code and data provided by Bove and Gavrilova (2017), we are able to replicate all tables in their paper in both Stata and R. All the coefficient estimates are identical, but the standard errors are slightly different between $R$ and Stata due to different methods for computing clustered standard errors.

## B. 2 Replication Difficulties

In Bove and Gavrilova (2017), the text mentions the use of interacted state-year fixed effects. The replication files have these fixed effects included in the data as a set of dummy variables, so those are the variables used in the main replication. However, if we simply multiply state and year manually or use an $R$ package specifically for the estimation of fixed effects, the results change slightly. The fixed effects variables from Bove and Gavrilova (2017) have generic labels - not ones that clearly identify the state and year. We are unable to exactly replicate their indicator variables as there should be a unique indicator for every state-year pair but the data from Bove and Gavrilova (2017) have some indicators covering multiple states and/or years. For our analysis at the county and

[^8]agency level, we simply use additive fixed effects (i.e. county/agency + state + year) as the results are substantively similar to those when we interact them, and the additive fixed effects are simpler to interpret.

## C Harris et al. (2017) Replication Details

## C. 1 Source of Replication

Using the code and data provided by Harris et al. (2017), we are able to replicate all tables in their paper in both Stata and R. All the coefficient estimates are identical, but the standard errors are slightly different between R and Stata due to different methods for computing clustered standard errors.

## C. 2 Replication Difficulties

Despite the close proximity of our instruments to those used in Harris et al. (2017), the summary statistics for the instruments used in the analysis reveal that there is a significant difference between what we calculated and the variables found in the replication materials. However, because Harris et al. (2017) do not report their code for creating the instruments, we are left with the text of the paper to calculate the instruments - via the interaction of a variety of distances with total quantity and value of items issued and the interaction between a county's HIDTA designation and log-land area and total quantity and value of items issued. We comparde our values of the instrument with theirs, to see if our values were simply orders of magnitude higher than theirs, but Harris et al. (2017) do not report either the county name, state, or county or state FIPS codes of the counties in their dataset. The authors sent a file that was supposed to contain details of matching their numbers in their dataset to county and state FIPS codes, but it was merely the same dataset as their replication files. We were unable to get the matching file, so we could not match the counties in our dataset with theirs. We then attempted to graph the two values on top of each other to compare their magnitudes. Our instruments did not seem to be some multiple of theirs, so we remain unsure about their calculation of the instruments.

Second, there are a few inconsistencies and/or omissions when Harris et al. (2017) describe their modeling strategies in the text. First, though Harris et al.'s (2017) main equations of interest
(Equations 1 and 2 in the text) include year and county fixed effects, one of the main tables of interest in the paper drops the year fixed effects. Table 4, which analyzes how different quantities of items affect the number of citizen complaints against police officers, does not use year fixed effects. In every other table in their paper, Harris et al. (2017) use both county and year fixed effects. The authors do not explain why the year fixed effects are dropped in that table and not in the others. Most importantly, the significant and negative results displayed in the instrumental variables section of Table 4 are no longer significant when year fixed effects are included. The instrumental variables estimation in Table 4 contains another peculiar detail: while the control variables for the logged items dependent variable contain the lagged number of actual crimes, the control variables for the other dependent variables (logged weapons, optics, vehicles, and combat vehicles) contain the lagged number of arrests. There is no mention of this control variable discrepancy in the text and while including the actual number of crimes as control variables for the other dependent variables instead of arrests does not change the results, it reflects another inconsistency in the analysis with no mention of the change in the text. Similarly, Harris et al. (2017) use the lagged number of law enforcement officers and killed as control variables in their estimation of Table 3 (and in the description for Equation 1), but do not include those variables in any other table in the paper. We are unsure why there is inconsistency in the control variables used. Finally, in Panel A of Table 6, which analyzes the effect of log tactical items on officers assaulted, is inexplicably missing one instrument: the interaction of the inverse distance to the sixth nearest disposition center with total items issued. Including that instrument does not substantively change results, but it is unclear from the text why this instrument is missing in Panel A of Table 6, and nowhere else in the analysis.

## D Subsetted Data Analysis: 2010 to 2012

To ensure our analysis and the analysis conducted in Harris et al. (2017) and Bove and Gavrilova (2017) were comparable, we subsetted all data to 2010 to 2012, the years in which we all had observations, to compare our results.

## D. 1 Summary Statistics

First, we calculated summary statistics for this limited time period.

## D. 2 Bove and Gavrilova (2017) Analysis

Next, we used the same specification as in Table 2 of the main paper, comparing Bove and Gavrilova's (2017) analysis and ours, on the subsetted data.
Table 6: Summary Statistics (2010-2012)


Table 7: The Effect of Military Aid on Substantiated Crime Rates (Table 2 in Bove and Gavrilova (2017)) - Subsetted to 2010-2012 Alone

|  | OLS |  |  | First Stage |  |  | Total Crime Rate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | B\&G | Replication |  | B\&G | Replication |  | B\&G | Replication |  |
|  | County (1) | County | Agency | County (2) | County | Agency | County (3) | County | Agency |
| Military exp. IV |  |  |  | $\begin{gathered} 30.13^{* * *} \\ (6.90) \end{gathered}$ | $\begin{gathered} 0.81^{* * *} \\ (0.01) \end{gathered}$ | $\begin{gathered} 106.00^{* * *} \\ (5.86) \end{gathered}$ |  |  |  |
| Lagged Total Aid | $\begin{gathered} 0.73 \\ (1.76) \end{gathered}$ | $\begin{gathered} 1.66 \\ (2.90) \end{gathered}$ | $\begin{gathered} 3.04 \\ (3.45) \end{gathered}$ |  |  |  | $\begin{aligned} & -11.63 \\ & (20.65) \end{aligned}$ | $\begin{gathered} 10.36 \\ (11.96) \end{gathered}$ | $\begin{aligned} & 24.25^{*} \\ & (12.12) \end{aligned}$ |
| Num. obs. | 9014 | 9392 | 24893 | 9014 | 9392 | 24893 | 9014 | 9392 | 24893 |


|  | Homicide |  |  | Robbery |  |  | Assault |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | B\&G | Replication |  | B\&G | Replication |  | B\&G | Replication |  |
|  | County (4) | County | Agency | County (5) | County | Agency | County (6) | County | Agency |
| Lagged Total Aid | $\begin{gathered} -0.11 \\ (0.17) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.09 \\ (0.11) \end{gathered}$ | $\begin{gathered} -0.93 \\ (0.62) \end{gathered}$ | $\begin{gathered} 0.63 \\ (0.40) \end{gathered}$ | $\begin{aligned} & -0.30 \\ & (0.77) \end{aligned}$ | $\begin{gathered} 1.85 \\ (2.46) \end{gathered}$ | $\begin{gathered} -0.10 \\ (1.34) \end{gathered}$ | $\begin{gathered} 0.22 \\ (2.00) \end{gathered}$ |
| Num. obs. | 9014 | 9392 | 24893 | 9014 | 9392 | 24891 | 9014 | 9392 | 24864 |
|  | Burglary |  |  | Larceny |  |  | Vehicle Theft |  |  |
|  | B\&G | Replication |  | B\&G | Replication |  | B\&G | Replication |  |
|  | County (7) | County | Agency | County (8) | County | Agency | County (9) | County | Agency |
| Lagged Total Aid | $\begin{gathered} 0.90 \\ (6.97) \end{gathered}$ | $\begin{gathered} 4.31 \\ (3.23) \end{gathered}$ | $\begin{aligned} & -3.52 \\ & (3.71) \end{aligned}$ | $\begin{aligned} & -11.33 \\ & (12.48) \end{aligned}$ | $\begin{gathered} 4.22 \\ (7.93) \end{gathered}$ | $\begin{aligned} & 15.05 \\ & (8.24) \end{aligned}$ | $\begin{aligned} & -2.00 \\ & (1.95) \end{aligned}$ | $\begin{gathered} 1.43 \\ (0.81) \end{gathered}$ | $\begin{gathered} 0.57 \\ (1.05) \end{gathered}$ |
| Num. obs. | 9014 | 9392 | 24866 | 9014 | 9392 | 24872 | 9014 | 9392 | 24890 | ${ }^{* * *} p<0.001,{ }^{* *} p<0.01,{ }^{*} p<0.05$

All regression specifications control for percent in poverty, logged median household income, unemployment, logged population, share male, share Black, share aged 15-19, share aged 20-24, share aged 25-34, and agency/county and year fixed effects. The B\&G column numbers correspond to their models and can be matched back to their Table 2 results. All regressions are run on data from 2010 to 2012. We removed 12 outliers from the agency-level database that had total crime rates of over one hundred thousand in this time period.

## D. 3 Harris et al. (2017) Analysis

Finally, we used the same specification as Table 3 in the main body of the paper, comparing Harris et al.'s (2017) and our analysis, on the subsetted data from 2010 to 2012.

Table 8: The Effect of Receiving Tactical Items on Substantiated Crime Rates (Table 8 in Harris et al. (2017)) - Subsetted to 2010-2012 Alone

|  | Homicide |  |  | Robbery |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Harris et al. | Replication |  | Harris et al. | Replication |  |
|  | County (1) | County | Agency | County | County | Agency |
| $\log$ items $_{t-1}$ | $\begin{aligned} & \hline-1.59 \\ & (8.22) \end{aligned}$ | $\begin{aligned} & \hline-0.25 \\ & (0.74) \end{aligned}$ | $\begin{gathered} 2.08 \\ (1.81) \end{gathered}$ | $\begin{gathered} 48.18 \\ (41.51) \end{gathered}$ | $\begin{aligned} & \hline 23.42^{*} \\ & (11.75) \end{aligned}$ | $\begin{gathered} 44.74^{* * *} \\ (9.26) \end{gathered}$ |
| log value ${ }_{t-1}$ | $\begin{aligned} & -0.14 \\ & (1.87) \end{aligned}$ | $\begin{gathered} 0.17 \\ (0.38) \end{gathered}$ | $\begin{gathered} 0.77 \\ (0.54) \end{gathered}$ | $\begin{aligned} & 10.86 \\ & (8.04) \end{aligned}$ | $\begin{aligned} & 10.92 \\ & (5.58) \end{aligned}$ | $\begin{gathered} 13.63^{* * *} \\ (3.02) \end{gathered}$ |
| Num. obs. | 6112 | 9255 | 22539 | 6112 | 9255 | 22537 |
|  | Assault |  |  | Vehicle Theft |  |  |
|  | Harris et al. | Replication |  | Harris et al. | Replication |  |
|  | County (4) | County | Agency | County (5) | County | Agency |
| $\log$ items $_{t-1}$ | $\begin{gathered} 55.58 \\ (534.51) \end{gathered}$ | $\begin{gathered} -30.88^{*} \\ (13.96) \end{gathered}$ | $\begin{gathered} 174.27^{* * *} \\ (27.84) \end{gathered}$ | $\begin{gathered} 61.75 \\ (77.73) \end{gathered}$ | $\begin{aligned} & 0.00^{*} \\ & (0.00) \end{aligned}$ | $\begin{gathered} 65.67^{* * *} \\ (16.90) \end{gathered}$ |
| log value ${ }_{t-1}$ | $\begin{gathered} 140.13 \\ (127.04) \end{gathered}$ | $\begin{gathered} -11.91^{*} \\ (6.03) \end{gathered}$ | $\begin{gathered} 55.90^{* * *} \\ (8.56) \end{gathered}$ | $\begin{gathered} 15.83 \\ (16.98) \end{gathered}$ | $\begin{gathered} -0.00^{*} \\ (0.00) \end{gathered}$ | $\begin{gathered} 21.54^{* * *} \\ (5.42) \end{gathered}$ |
| Num. obs. | 6112 | 9255 | 22511 | 6112 | 9255 | 22536 |

${ }^{* * *} p<0.001,{ }^{* *} p<0.01,{ }^{*} p<0.05$
All regression specifications control for lagged arrest rates, economic controls, county and year fixed effects. The Harris column numbers correspond to their models and can be matched back to their Table 8 results. All regressions are run on data from 2010-2012. We removed 12 outliers from the agency-level database that had total crime rates of over one hundred thousand in this time period.

## E Using the Complete Dataset

In the main body of the paper, we eliminate 24 observations from the agency dataset that have total crime rates of over 100,000 to prevent these massive outliers from biasing our results. Here, we report the analysis done if we do not eliminate those outliers.
E. 1 Bove and Gavrilova (2017) Analysis

Table 9: The Effect of Military Aid on Substantiated Crime Rates (Table 2 in Bove and Gavrilova (2017)) - No Outliers Eliminated

|  | OLS |  |  | First Stage |  |  | Total Crime Rate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | B\&G | Replication |  | B\&G | Replication |  | B\&G | Replication |  |
|  | County (1) | County | Agency | County (2) | County | Agency | County (3) | County | Agency |
| Military exp. IV |  |  |  | $\begin{gathered} 17.59^{* * *} \\ (2.76) \end{gathered}$ | $\begin{gathered} 0.73^{* * *} \\ (0.01) \end{gathered}$ | $\begin{gathered} 4.00 \\ (3.20) \end{gathered}$ |  |  |  |
| Lagged Total Aid | $\begin{gathered} 0.69 \\ (1.30) \end{gathered}$ | $\begin{gathered} 2.75 \\ (2.31) \end{gathered}$ | $\begin{aligned} & -58.60 \\ & (63.67) \end{aligned}$ |  |  |  | $\begin{gathered} -59.29^{* * *} \\ (15.67) \end{gathered}$ | $\begin{gathered} 9.99 \\ (12.31) \end{gathered}$ | $\begin{gathered} 3915.99 \\ (5283.92) \end{gathered}$ |
| Num. obs. | 17822 | 15653 | 41395 | 17822 | 15653 | 41395 | 17822 | 15653 | 41395 |
|  | Homicide |  |  | Robbery |  |  | Assault |  |  |
|  | B\&G | Replication |  | B\&G | Replication |  | B\&G | Replication |  |
|  | County (4) | County | Agency | County (5) | County | Agency | County (6) | County | Agency |
| Lagged Total Aid | $\begin{gathered} -0.06 \\ (0.10) \end{gathered}$ | $\begin{aligned} & -0.00 \\ & (0.03) \end{aligned}$ | $\begin{gathered} 0.49 \\ (1.92) \end{gathered}$ | $\begin{gathered} -6.10^{* * *} \\ (1.21) \end{gathered}$ | $\begin{gathered} 0.63 \\ (0.42) \end{gathered}$ | $\begin{gathered} 26.36 \\ (26.20) \end{gathered}$ | $\begin{gathered} -5.31^{*} \\ (2.62) \end{gathered}$ | $\begin{gathered} -0.16 \\ (1.38) \end{gathered}$ | $\begin{gathered} 64.10 \\ (55.67) \end{gathered}$ |
| Num. obs. | 17822 | 15653 | 41395 | 17822 | 15653 | 41393 | 17822 | 15653 | 41362 |


|  | Burglary |  |  | Larceny |  |  | Vehicle Theft |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | B\&G | Replication |  | B\&G | Replication |  | B\&G | Replication |  |
|  | County (7) | County | Agency | County (8) | County | Agency | County (9) | County | Agency |
| Lagged Total Aid | $\begin{aligned} & -8.75 \\ & (5.92) \end{aligned}$ | $\begin{gathered} 4.06 \\ (3.26) \end{gathered}$ | $\begin{gathered} 214.87 \\ (188.61) \end{gathered}$ | $\begin{gathered} -27.43^{* * *} \\ (8.06) \end{gathered}$ | $\begin{gathered} 4.10 \\ (8.10) \end{gathered}$ | $\begin{gathered} 3481.63 \\ (5040.35) \end{gathered}$ | $\begin{gathered} -11.64^{* * *} \\ (3.13) \end{gathered}$ | $\begin{gathered} 1.40 \\ (0.83) \end{gathered}$ | $\begin{gathered} 16.12 \\ (47.73) \end{gathered}$ |
| Num. obs. | 17822 | 15653 | 41363 | 17822 | 15653 | 41361 | 17822 | 15653 | 41389 |

[^9]
## E. 2 Harris et al. (2017) Analysis

Table 10: The Effect of Receiving Tactical Items on Substantiated Crime Rates (Table 8 in Harris et al. (2017)) - No Outliers Eliminated

|  | Homicide |  |  | Robbery |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Harris et al. | Replication |  | Harris et al. | Replication |  |
|  | County (1) | County | Agency | County | County | Agency |
| $\log$ items $_{t-1}$ | $\begin{aligned} & -0.22 \\ & (0.32) \end{aligned}$ | $\begin{aligned} & -0.26 \\ & (0.55) \end{aligned}$ | $\begin{gathered} \hline 4.59^{* * *} \\ (1.00) \end{gathered}$ | $\begin{gathered} \hline-15.39^{* * *} \\ (3.38) \end{gathered}$ | $\begin{aligned} & \hline 12.56^{*} \\ & (6.24) \end{aligned}$ | $\begin{gathered} \hline 72.50^{* * *} \\ (17.69) \end{gathered}$ |
| log value ${ }_{t-1}$ | $\begin{gathered} 0.35 \\ (0.29) \\ \hline \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.17) \\ \hline \end{gathered}$ | $\begin{gathered} 1.13^{* * *} \\ (0.18) \end{gathered}$ | $\begin{gathered} -6.23^{*} \\ (2.99) \end{gathered}$ | $\begin{gathered} 2.73 \\ (1.48) \end{gathered}$ | $\begin{gathered} 14.33^{* * *} \\ (3.19) \end{gathered}$ |
| Num. obs. | 36671 | 15425 | 45012 | 36671 | 15425 | 45010 |
|  | Assault |  |  | Vehicle Theft |  |  |
|  | Harris et al. | Replication |  | Harris et al. | Replication |  |
|  | County (4) | County | Agency | County (5) | County | Agency |
| $\log \mathrm{items}_{t-1}$ | $\begin{gathered} -145.80^{* * *} \\ (35.07) \end{gathered}$ | $\begin{gathered} \hline-18.96^{* *} \\ (7.32) \end{gathered}$ | $\begin{gathered} 193.81^{* * *} \\ (32.45) \end{gathered}$ | $\begin{gathered} -114.51^{* * *} \\ (15.59) \end{gathered}$ | $\begin{gathered} -0.00^{*} \\ (0.00) \end{gathered}$ | $\begin{aligned} & 183.26 \\ & (94.80) \end{aligned}$ |
| $\log$ value $_{t-1}$ | $\begin{gathered} -110.35^{*} \\ (44.03) \end{gathered}$ | $\begin{gathered} -4.27^{*} \\ (1.72) \\ \hline \end{gathered}$ | $\begin{gathered} 37.89^{* * *} \\ (6.42) \end{gathered}$ | $\begin{gathered} -55.94^{* *} \\ (18.35) \end{gathered}$ | $\begin{aligned} & -0.00 \\ & (0.00) \\ & \hline \end{aligned}$ | $\begin{array}{r} 38.27^{*} \\ (15.58) \\ \hline \end{array}$ |
| Num. obs. | 36671 | 15425 | 44978 | 36671 | 15425 | 45006 |

${ }^{* * *} p<0.001,{ }^{* *} p<0.01,{ }^{*} p<0.05$
All regression specifications control for lagged arrest rates, economic controls, and agency/county and year fixed effects. The Harris column numbers correspond to their models and can be matched back to their Table 8 results. The Replication regressions are run on County data from 2009-2013 and Agency data from 2010-2015. The Harris et al. (2017) County data is from 2000-2013. We included all observations in this analysis, including the outliers with crime rates of over 100,000 .


[^0]:    *Drafts of this paper were presented at the 2018 Annual Meeting of the American Political Science Association, Boston, MA, and at the 2018 symposium The Benefits and Costs of Policing, organized by the Policing Project at New York University School of Law. All authors are affiliated with the Department of Political Science, Emory University, Tarbutton Hall 327, 1555 Dickey Drive, Atlanta, GA 30322. Direct all correspondence to Tom Clark (tclark7@emory.edu).

[^1]:    ${ }^{1}$ This is primarily because uncontrolled items drop off the LESO ledgers after one year - see the appendix for more information.

[^2]:    ${ }^{2}$ Rarely, two or more equal law enforcement agencies share the same municipality (e.g., a university or college police force and a municipal police force). See the appendix for more details.

[^3]:    ${ }^{3}$ Formally, there are 19,354 "incorporated places" in the United States as of 2018.

[^4]:    ${ }^{4}$ We removed 24 outliers from the agency-level database that had all crime rates over one hundred thousand, which heavily skewed our regression results. Results including all observations are in the appendix.

[^5]:    ${ }^{5}$ Columns 1, 2, 4, and 5, in Table 8 of Harris et al. (2017).
    ${ }^{6}$ Note, the Harris et al. (2017) analysis also examines crime rates for gun assaults. The agency-level data does not contain information on this variable, however, so it is excluded from the results reported here.

[^6]:    ${ }^{7}$ Note, while Bove and Gavrilova (2017) provide a comprehensive list of all federal supply codes they use to classify items into these categories, Harris et al. (2017) does not, so we must rely on their description of their coding and subjective judgment to categorize the items.

[^7]:    ${ }^{8}$ In our data, we identified this problem occurring most frequently in Michigan, New York, New Jersey, Ohio, and Pennsylvania with endings like Town, Township, or Village.

[^8]:    ${ }^{9}$ In about $3 \%$ of jurisdictions, they only received one quantity item. Because the magnitude was so small, we merely assigned these jurisdictions to zero quantity.

[^9]:    ${ }^{* * *} p<0.001,{ }^{* *} p<0.01,{ }^{*} p<0.05$
    All regression specifications control for percent in poverty, logged median household income, unemployment, logged population, share male, share Black, share aged $15-19$, share aged $20-24$, share aged $25-34$, and agency/county and year fixed effects. The B\&G column numbers correspond to their models and can be matched back to their Table 2 results. The Replication regressions are run on County data from 2009-2013 and Agency data from 2010-2015. The Bove and Gavrilova (2017) County data is from 2005-2012. We included all observations in this analysis, including the outliers with crime rates of over 100,000.

