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Introduction

Artificial Intelligence represents one of the most important pillars of the Fourth
Industrial Revolution, from which many smart applications that affected various
aspects of life have emerged, and contributed to serving and advancing of humanity,
promoting sustainable development, increasing productivity and reducing costs,
through the scientific progress achieved by the science of intelligent machine

engineering, other supporting sciences and others.

There are several definitions for Artificial Intelligence. And for the purposes of this
document, it can be defined as the use of digital technology to create systems which
are capable of performing tasks that stimulate human capabilities, mimic their actions,
analyze the surrounding environment, learn from errors over time and exhibit traits
associated with the human mind such as the ability to reason and make predictions,
give recommendations or support decision making or take actions that affect real or
virtual environments with a degree of autonomy, therefore, to have the ability to put
forward the necessary alternatives and solutions to make the right decision, show
appropriate reactions to the situations faced by the digital machine, and exploit them

to achieve the task assigned to it..
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Introduction

Despite the role of this new revolution in the advancement of the economic growth, the
new revolution will be accompanied by some radical changes that affect the social,
economic and security system and the related legislative system, in addition to the
emergence of new challenges and negative moral repercussions that human has not
known before, resulting from the increasing dependence on modern technologies,
which drew the World's attention to the need to develop an ethical framework that
defines best practices in the new artificial intelligence community. This requires raising
the level of awareness and self-censorship to achieve justice through the best human
values and public ethics, that go beyond private interests, which makes the impact of
the ethical framework in this aspect greater than the influence of laws. Through
considering the ethical framework as the basis that will guide the human conscience

and govern people's actions and commitment without coercion.
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Introduction

In order to deal with a society that adopts artificial intelligence techniques, an ethical
framework must be found to control such society, which is formed of set of basic
principles, guidelines and ethical rules that should be followed to control human
behavior while building, developing or using artificial intelligence techniques in
accordance with legislation and regulatory laws. Hence the urgent need to search for
a regulatory and ethical mechanism that governs practices in the artificial intelligence
community, so that a balance is achieved between moving forward to keep pace with
development and being careful to avoid the potential negatives of such development.
Therefore, this Code of ethics embodies the ethical value system that governs the
relationship between all members of the Al community, in order to achieve the

desired benefit from Al applications without compromising basic human rights.
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Introduction

As the government recognizes the great opportunities of the Fourth Industrial
Revolution and its great role in improving human life, and in pursuit of achieving
sustainable economic development through the promotion and adoption of strengths
in society on the basis of commitment to values, building on achievements and taking
advantage of the opportunities available to build a modern civilized society in which
the spirit of justice prevails, equality, equal opportunities, and respect for human
rights, through the optimal usage of knowledge and technology tools. In order to
avoid doubts that may limit the trend towards adopting technological solutions based
on artificial intelligence, such as weak accountability or lack of clarity in the decision-
making mechanism, or unfairness and bias in data analysis, and in implementation of
the provisions of the Jordan Artificial Intelligence Policy of 2020. The Ministry of
Digital Economy and Entrepreneurship has prepared a National Al Code of Ethics in
cooperation with the relevant authorities from the government, private and academic

sectors, civil society institutions and security authorities.
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1.

First: Legal Reference

Pursuant to the provisions of Article No. (3) Paragraph (D) of the
Telecommunications Law No. (13) of 1995 and its amendments, regarding to
the functions of the Ministry of Digital Economy and Entrepreneurship to
enhance the Kingdom's competitive position at the international level in the

field of communications and information technology.

Based on Article No. (61) of the General Policy for the Communications,
Information Technology and Postal Sectors of 2018, as approved by Cabinet
Resolution No. (3921) on 31st of March, 2019 which stated that: “The
government acknowledges the important role of the information technology
sector in Jordan to develop the digital economy, ... noting that Jordan is
already contributing in development of emerging technologies, including:
Artificial Intelligence (Al), Blockchain and Internet of Things (loT). Therefore,
this policy emphasizes the government'’s support for the development and
promotion of this sector in order to maintain and update its regional position

to become a strong center for IT services...".
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First: Legal Reference

3. In line with the requirements of Article No. (21) of the Jordan Artificial
Intelligence Policy 2020, as approved by Cabinet Resolution No. (659) on the
2oth of February, 2020, the policy requires setting up national regulatory
frameworks to ensure the responsible usage of artificial intelligence
techniques in a manner that stimulates creativity and innovation at the same

time.

Accordingly, and in line with the recommendations of the United Nations Educational,
Scientific and Cultural Organization (UNESCO) regarding the ethics of artificial
intelligence, which were adopted by the 193 member states including Jordan, as the
first global agreement that defines common values and principles necessary to ensure
the proper development of artificial intelligence, it calls for taking the necessary
legislative measures in accordance with the constitutional procedures and
administrative structures of each country in order to put into practice the principles

stipulated in the recommendation.
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First: Legal Reference

And to keep pace with global outputs and trends, based on the best international
practices in this field, and to enhance the Kingdom’s competitive position at the
international level in the areas of measuring readiness and maturity in artificial
intelligence, the Ministry of Digital Economy and Entrepreneurship (the “Ministry”)
has formed a specialized technical committee of experts from the public and private
sectors, civil society, academics and interested parties to prepare the National
Artificial Intelligence Code of Ethics (the "Code of ethics”), covering a set of principles
and guidelines that take into account ethical issues of artificial intelligence usage such
as: The accountability of systems that work on artificial intelligence technology, their
inclusiveness to all the segments of society, their transparency in decision-making and
impartiality by focusing on a particular category of data related to color, race, religion
or gender, taking into account the privacy and protection of personal data, documents

and state secrets, protecting intellectual property and promoting human values.
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Second: The National Artificial Intelligence Code of Ethics

The Code of ethics aims to emphasize finding a common ethical base regulating the
development and usage of artificial intelligence techniques that stem from human
and religious values, customs and traditions of the Jordanian society. In addition to
raising awareness of the risks that may result from practices outside the responsible
and safe ethical framework, whereas the Code of ethics generally includes a set of
basic ethical principles, which include accountability, inclusiveness, transparency,
impartiality, respecting privacy, promotion of human values and other ethical
principles that promote the rule of law, human rights, democratic values, diversity, and
take into account the most important ethical issues to use of artificial intelligence,
taking into account the requirements of innovation, creativity and protection of

intellectual property rights.
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Second: The National Artificial Intelligence Code of Ethics

The basic ethical principles in this Code of ethics basically revolves around five main

elements that represent the interactive system in the artificial intelligence community

enhanced by artificial intelligence technologies, namely:

Elements of the Interactive System in the Artificial Intelligence Community

1
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¢ Virtual Environment

Real Environment P

Individuals and the moral principles related to them to
protect their rights and freedoms, their humanity and their
societal system

Data, including ethical principles to ensure its
protection, privacy, inclusiveness, diversity, and
non-misuse

Techniques, including ethical principles to enhance its
reliability, integrity and accuracy

The real and natural surrounding envirnment that
incubates the Artificial Intelligence Community and
related ethical principles to preserve and sustain its
resources and keeping it harmless

The virtual environment and the newly created Metaverse
world and its related ethical principles to take into
account equal opportunities to do right and balance
between the real and virtual worlds
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Third: Targeted Groups

This Code of ethics targets individuals, public and private institutions, international
and local organizations and civil society organizations, individuals or groups, whether
they are developers of the artificial intelligence technologies, users, operators,
investors, partners, or any other form of participation, whether directly or indirectly,

inside or outside the Hashemite Kingdom of Jordan.

Targeted Groups
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques

1. Humanity and Society

Respecting, protecting and promoting human rights and fundamental freedomsand ensuring

that they are not infringed upon.

Preserving human dignity, role and status in society without forcing humans to submit to

artificial intelligence decisions without granting Al the right of human intervention.

Harnessing artificial intelligence techniques for the benefit of humanity in a way that
achieves the interests of society and ensures living in a reassuring, safe, just, interconnected
and socially balanced society, in a manner that does not negatively affect the system of
human relations.

Not to use artificial intelligence to manipulate the consciousness or way of thinking of

individuals or to mislead them.

Focusing on making artificial intelligence techniques safe and harnessed to serve and protect
humanity, and to ensure that they do not cause any damage or harm at all stages of

development and usage of artificial intelligence techniques.

Taking into account the economic, social, psychological and security dimensions of the

widespread usage of artificial intelligence techniques.
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques

2. Inclusiveness and Justice

Ensuring respect, protection, and promotion of diversity, inclusiveness, and impartiality in all
stages of development and usage of artificial intelligence technologies, where bias is the
favoritism that results from Al systems due to the use of incomplete, erroneous or biased
data sets, or that results from individuals who design and/or train artificial intelligence
systems by creating algorithms that reflect intended cognitive biases or factual biases
resulting from social intolerance or institutional discrimination. Bias can enter through:
building the system, collecting data, or preparing a set of data governed by certain features
or analyzing or treating it in a discriminatory manner.

The development of artificial intelligence should promote economic justice, social justice,
digital justice and others, in addition to striving to eliminate all kinds of unfair discrimination

and unequal opportunities.

Working on ensuring the fairness of artificial intelligence techniques and not to be biased,

discriminated, or targeted against any group or component of society.
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques

2. Inclusiveness and Justice

Inclusiveness and diversity of data and ensuring no bias in data sets used in artificial

intelligence techniques.

Not to transfer negative stereotypes, misconceptions, exclusionary and racist practices

prevailing in society to artificial intelligence techniques.

Making artificial intelligence techniques equally available to everyone and in a manner that
does not conflict with ethical principles, and in a simple and inexpensive way, to include
marginalized and less fortunate groups and people with disabilities, and in a manner, that

ensures equal access to the benefits and goods results of artificial intelligence techniques.
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques

3. Privacy and Data

Collecting, using, exchanging, saving, deleting, processing, managing and any action on the
data used in artificial intelligence techniques in accordance with the laws, legislation,

instructions and decisions governing them.

Follow principles and best practices in dealing with and managing the data in addition to its
encoding mechanisms, and examining, evaluating and provide training to artificial
intelligence techniques to ensure privacy and confidentiality, and respect data ownership

rights and intellectual property rights.

Not monitor individuals or track their actions, data, or characteristics, or what results from
their interaction with the digital systems in a way that infringes their independence and does

not respect their private lives.

Ensure the quality, accuracy, integrity, validity, representation, inclusiveness, completeness,
and integrity of the data that feeds artificial intelligence techniques, and is subject to

technical inspection and revision when needed.
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques SLika) slS3) L J g gumall aldiadU AEMAY) (sabuall la)
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques

4. Transparency

Explaining the foundations of artificial intelligence techniques in a simple and
understandable way, and ensuring the ability to explain and interpret in a way that suits the

context and consequences.

Encouraging open source Al models that have a profound impact on people's lives.

Working on providing dedicated channels that individuals can resort to in order to obtain
explanations and interpretations for the decisions and mechanisms of action of artificial

intelligence techniques.

Disclosing the degree of general and true accuracy, error rates and other measurement
indicators that show the accuracy and inclusiveness of the outputs of artificial intelligence
techniques, taking into account the restrictions resulting from the requirements of data

protection laws.

Enhancing the principle of disclosure and employing monitoring tools to detect and fix errors

and publishing periodic reports in this regard.
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques

5. Responsibility and Accountability

Allocating and clarifying roles and responsibilities associated with artificial intelligence
technologies in a way that ensures that individuals and institutions responsible for developing
and operating these technologies can be held accountable and prevent them from evading

responsibility.

Concerned parties to commit to develop and/or operate artificial intelligence technigues to
provide the affected people with the opportunity to submit complaints in an easy and

uncomplicated manner and to deal with and address them without any delay.

Accountability for damages or losses resulting from the application of artificial intelligence
techniques should not be attributed to the technical system itself, but for the natural persons

involved in it.

Commitment to addressing and correcting the negative effects of artificial intelligence

systems, especially those that cause serious material or moral damage to humans.

Adopting technically reliable means of accountability and identification, and ensuring their

activation, such as systems records, audit files, and usage accounts.
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques

6. Reliabilty

Follow the best practices of developing artificial intelligence techniques to ensure their
sobriety, security and continuity in a way that enhances the confidence of users and society in

them, while ensuring a good level of flexibility to take into account technical development.

Working on an integrated documentation of all stages of the development of artificial

intelligence techniques.

Working on conducting tests for artificial intelligence techniques with clear criteria for
measuring success and good performance before putting them on the market, conducting a

periodic review of these technologies and evaluating their performance.

Providing feedback channels for artificial intelligence techniques in a way that does not allow

manipulation by other parties.

Working on developing an internal automated system to monitor and alert in the event of a

defect in the efficiency and output of artificial intelligence systems.
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques

7. Integrity and Non-Fakeness

Not to distort, falsify, exaggerate the capabilities or benefits of artificial intelligence

techniques or claim that they aim to achieve profit and reputation.

Avoiding monopolizing artificial intelligence techniques and dominating data. In addition, to

enable and encourage creativity and competition, and promote innovation.
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Fourth: Ethical Principles for the Responsible Usage of Artificial Intelligence Techniques

8. Environment and Sustainability — Green Al

Preserving a good environment for future generations and protecting the human life and
natural environment requirements through the development and usage of artificial

intelligence techniques.

Employing artificial intelligence techniques to achieve sustainable development goals and

ensure a prosperous environment.

Ensuring that artificial intelligence techniques do not unnecessarily drain energy resources
and raise their effectiveness and efficiency, thus reducing their carbon impact on the

environment and limiting climate change.
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Fifth: Principles Related to the Virtual Environment and Metaverse World

Taking into account equal opportunity and balance between the real and virtual world

Metaverse technology is built on the foundations of human nature, that is, it is a virtual
environment simulating the real environment. It is an open platform in which the real and virtual
worlds are integrated, ensuring a safe and balanced virtual interaction with the real environment
without posing a threat to its security and stability, and it must take into account the supporting
artificial intelligence systems The virtual environment has a set of basic principles and ethics as

follows:

® Observing and following all ethical principles followed in the real world, and respecting material

and intellectual property and everything related to life, environment and nature.

® Enhancing the concept of fairness and non-monopoly in the provision of services and access to

Metaverse technology.

® Using the virtual environment for the benefit of all segments of the society, encouraging people
with disabilities, marginalized and vulnerable groups, and enabling them to do work that they

cannot do in the real environment due to their oppressive circumstances.
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Fifth: Principles Related to the Virtual Environment and Metaverse World

Taking into account equal opportunity and balance between the real and virtual world

Taking into account creating a balance between the virtual and the real environment, so that
the usage of the virtual environment does not result in health, physical, mental or
psychological damage, and given the lack of sufficient studies on the impact of Metaverse on
mental and psychological health. It must be handled with great caution, and to encourage
organizations and community institutions to monitor prevalent behaviors in the virtual

environment and spreading awareness of their importance and how to avoid risks.

Observing responsibility, transparency and integrity in the virtual environment and focusing
on the awareness of the interacting individuals and their moral responsibility for the practices
and actions they perform in the virtual environment, given the lack of clarity of the legal

reference that governs it yet.
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Fifth: Principles Related to the Virtual Environment and Metaverse World

Taking into account equal opportunity and balance between the real and virtual world

Disclosing a machine-driven and human-driven avatar when dealing with Metaverse or

producing Metaverse specific content.

That human control prevails in the productive environment of Metaverse.

Granting users of Metaverse technology or their representatives the right to control their
personal data in accordance with the requirements of the Personal Data Protection Act

(when it becomes effective).

Giving humans the right to withdraw from the Metaverse environment at any time and any

place.

Ensure the safety of children using Metaverse technology through automated monitoring.
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Sixth: The Ethics of Scientific Research in Artificial Intelligence

The ethics of scientific research in artificial intelligence applies to the basic ethical principles that
apply in scientific research in general, in addition to the ethical principles mentioned in this Code of
ethics. Given the rapid development of artificial intelligence techniques and the rapid growth of its
capabilities, and the possibility of artificial intelligence taking precedence over human intelligence
in some applications. Researchers should evaluate and study the risks and results of their research
on human life and provide a future vision to reduce the misuse of their research in the long term

before publishing and expanding its development, through:

e  Thatthe methodology for building artificial intelligence models related to scientific research

has been built based on best practices in scientific research related to the research field.

e  The data used in scientific research should represent relevant real-world variance, and be of

sufficient detail and quality.

o Disclosure of the infrastructure and software requirements necessary to implement the

outputs of scientific research.

e  I[dentification of grounds that enable other researchers to access the data used.

Slibay) plS) & alad) ) clBAT Luala

bl il b Al ABDAT (salie (e (3ahaiy Lo elihaY) A b aladl il @A e gulaiy
SA s B a el skall T pkaig sl 13 5 sSadl AEMAY) (salil) ) ALaYL le JS
any b il oS o pellaall olSA) Ay of AlSa)y g olude JSE L8 ey elihual)
aall 4liiee 435 ) aliy Glady) sla o Leailiig agfilanl yhliae a0 aull il e oy el

DAy el g el sk b o sill g L it U ) o) e agilad alasind 3elu) (e

dunil A e Ly o3 8 aledl Giadly dagi el eliha¥) olSH) il ol dmgie oS5 o @
i) Jlaadly Jag yall alell Canill 8 <l jladll

Janalis il 555 (5 il (g3 ) allal) 8 il alad) Cand) 6 Reniiaal) bl Jisi o @

AAS 35

oalall il s e Gl Aa 3 Ama ) dtiadl) Al cilillaia oo ZLalY @

Anadiual bl ) Jsea ) e 0o AY) sl (S Al Gunl) aas @



Sixth: The Ethics of Scientific Research in Artificial Intelligence

The process of data flow and results are structural transparency.

The source code, software and all other relevant parts of the modeling process used in

scientific research are available to others.

The working team should be integrated and multidisciplinary to be able to build reliable

models and reasonably interpret their outputs.

Provide the necessary tools to evaluate the model and update it regularly with the change in

data quality and the real application of scientific research after its publication.
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Seventh: The Risks of Not Adhering to the Artificial Intelligence Ethics

The purpose of using the ethical purpose is to ensure compliance with fundamental rights and
societal constants that cannot be waived, as well as creating an interactive digital environment and
a reassuring, safe, stable and productive artificial intelligence community. Accordingly, non-
compliance with the ethics of artificial intelligence may result in health, psychological, societal,
rights, human, environmental and economic risks and damages, some of which we mention, but

are not limited to:

e  Violating human dignity, encroaching on his rights, freedoms, independence, ruination his
reputation, or contributing to the dissemination of negative patterns and false and

misleading information that threaten the security and stability of society.

e  Believing that artificial intelligence is superior to humans and has all solutions and is not
subject to error and to rely on it to make decisions absolutely without interpreting the

outputs in proportion to the circumstances and the general context.

o Contribute to deepening unemployment if human jobs are replaced or laid off completely
and no mechanism is found to redirect individuals to new jobs, which widens the economic,

social and cultural gap in society.
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Seventh: The Risks of Not Adhering to the Artificial Intelligence Ethics

Violating, tracking and monitoring the privacy of individuals, which facilitates cyber intrusions

that threaten the security and community safety.

Marginalization of some groups and bias towards certain groups at the expense of others, or

the marketing of some negative, extremist and violent ideas.

Bias in the long run for some groups in criminal cases, labor market, or administrative or

economic opportunities.

Floating responsibility in the virtual environment, losing accountability, and not applying the

required accountability to natural persons.

Enabling some extremist groups to develop weapons and tools of conflict and crime and use

them against states and societies.

The high price of obtaining products and services and their monopoly by the entities or

individuals that control the data.
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Eighth: General Gmdelme.s and Ret.:c?rr.imendajclons to Ensure Bet.ter Compliance with the byl S CLENAY ik sl Glsall Sl JLeY) (lacal Aalall cibpua sill 5 il LY Liald
National Artificial Intelligence Code of Ethics - - ’

In order to avoid risks and ensure compliance with the core set of ethical principles set forth in this Ao gena b L ¢(aliall 138 3 5Shall ) AEMAY) (galaall de ganal JELY) Glava s shaliall cuiail
Code of ethics, the following are a set of general guidelines and recommendations: Aala) Clua gill 5 ol )Y e
e Integrate the principles of the Al Code of Ethics in the educational curricula of schools, ilaalall 5 aalaall 5 G laall 8 dadail) malidl 3 oelidaaVl olSA) ClENAT (Blie (5ol (el @

institutes and universities.

e Awareness of the content of the Code of ethics and its importance through various means @iy bl lalal) gl il il pdiallS Adlide Jiluy A (e diraaly Gl s gina e sill o
such as publications, seminars and discussion panels, encouraging leaders and influencers to 3V axe Hlalaa jelaide gl Clles 8 dulee Al Cpanaip co pdi g 4 e o izl s gl 508
adopt and disseminate it, and include practical examples in awareness campaigns that show A

the dangers of non-compliance with it.

e  Encouraging developing entities, service providers and operators of artificial intelligence ClLEAY bl @) el elibaal) oSN dalail dadally desialls 5 )shall Cleall paids o
systems to internally adopt this Code of Ethics as part of their professional practices, by Cilingie gl s JEieY) 4 jal Jyn panadds duigall s las (e o308 Llaly elilaay) (1S3
allocating an official to monitor compliance and follow risk assessment methodologies AeS Gl i ole) e ab jaiaty dgilag aa 5 celihaal) oA daki) il oliy i) ail
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motivate them to announce the adoption of the Code of ethics as a marketing feature for the

reliability of the services they provide.



Eighth: General Guidelines and Recommendations to Ensure Better Compliance with the

National Artificial Intelligence Code of Ethics

o Encouraging the institutions that develop and operate artificial intelligence systems by
adopting National Al Code of Ethics in a way that enhances the reliability of these companies
and allows them to benefit from any future privileges offered to artificial intelligence

institutions.

o Create awards or accreditations that encourage compliance to the ethics of artificial
intelligence through a specialized body capable of evaluating performance according to
approved standards such as the King Abdullah Il Award for Excellence, and encouraging the

pursuit of accreditation through internationally recognized standards organizations.

e Working to make the largest possible amount of non-confidential or openly protected data

available to enable everyone to use it and employ it in artificial intelligence.

e  Providing channels at the Ministry of Digital Economy and Entrepreneurship to receive
complaints related to the ethics of artificial intelligence, which allows the Ministry to assess

the damage caused by artificial intelligence systems and take appropriate measures.

e  Encouraging developers and researchers in the field of artificial intelligence to determine the
benefits and risks of dealing with developed systems through the available means as a
prototype work that shows how this Code of ethics was used for guidance and the principles

contained therein are applied.
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