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This report has been developed by Health Education England and the NHS AI Lab 
at the NHS Transformation Directorate.

Health Education England 

Health Education England (HEE) exists for one reason only: to support the delivery 
of excellent healthcare and health improvement to the patients and public of 
England by ensuring that the workforce of today and tomorrow has the right 
numbers, skills, values and behaviours, at the right time and in the right place.

At any one time, HEE supports more than 160,000 students and trainees whilst 
working closely with partners across the NHS locally, regionally, and nationally on 
shared priorities.

In 2019, HEE was commissioned by the then Secretary of State to deliver the 
Topol Review recommendations looking at the impact of leading-edge digital 
technologies on the workforce. The Digital, Artificial Intelligence and Robotics 
Technologies in Education (DART-Ed) programme picks up from this in 2021 to 
explore the linkage between mature evidenced AI and its workforce impact and 
required training and education.

NHS AI Lab

The NHS AI Lab was set up to accelerate the safe, ethical and effective adoption 
of AI in health and social care. Its vision is that the UK will be world-leading for 
the development and use of AI-driven technologies to improve people’s health 
and wellbeing, delivering the most impactful technology to support our health 
and care system. The Lab creates an environment for collaboration and co-creation 
by bringing together programmes that address the barriers to developing and 
deploying AI in health and care. This will unlock the potential of AI to change the 
way healthcare is delivered, whilst ensuring we can determine the right guidance 
and regulations to protect patients and those in care.
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Executive Summary
This research, which comprises two reports, is a collaboration between the NHS 
AI Lab and Health Education England. Its primary aim is to explore the factors 
influencing healthcare workers’ confidence in artificial intelligence (AI) technologies 
and how these can inform the development of related education and training.

The research follows the Topol Review (2019) recommendation to develop a 
healthcare workforce able and willing to use AI and robotics, and is part of Health 
Education England’s Digital, AI and Robotics Technologies in Education (DART-
Ed) programme to understand the impact of advances of these technologies 
on education and training requirements. Supporting healthcare workers to feel 
confident in identifying when and how to use AI is a main objective of the NHS AI 
Lab, and a key component of its vision for the safe, effective, and ethical adoption 
of AI technologies across health and care.

This is the first of two reports in relation to this research. 

	�

		�	�   This first report outlines a conceptual 
framework for understanding what influences 
confidence in AI among healthcare workers. 

	�

		�	�   The second report will determine educational 
and training needs based on the findings 
and conceptual framework of this report, 
and present pathways to develop related 
education and training offerings. 

The research involved a review of academic literature and semi-structured 
interviews exploring experiences of developing and using AI technologies in 
healthcare settings. Interviewees included healthcare workers in primary and 
hospital care settings; industry innovators; representatives of related regulatory and 
arm’s length bodies; and academics who work at the intersection of AI, healthcare, 
education and clinical confidence.  
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AI in health and care settings 

‘AI’ or ‘AI technologies’ describes the use of digital technologies to create 
systems capable of performing tasks commonly thought to require human 
intelligence. These can include algorithms using statistical techniques that find 
patterns in large amounts of data, or perform repetitive cognitive tasks using data, 
without the need for constant human oversight. 

This definition of AI is intentionally broad and could encompass algorithms not 
commonly considered as AI. Many of the factors that influence confidence in AI 
discussed in this report could apply to any data-driven technology or algorithm 
used in healthcare or clinical practice. 

AI technologies have the potential to support existing clinical capabilities in 
diagnosis and screening, drug discovery, digital epidemiology, and personalised 
medicine,1 as well as optimising organisational resources, improving system 
efficiencies and clinical workflow pathways.  

Most healthcare workers lack direct experience with AI technologies. A 2020 
survey of over 1,000 NHS staff by the Health Foundation found that three-quarters 
of respondents have heard, seen or read ‘not very much’ or ‘nothing at all’ about 
automation and AI.2

However, the uptake and use of healthcare AI technologies is accelerating. An 
increasing number of technologies are expected to be deployed within the next 
three years. This is highlighted in Health Education England’s survey of 240 AI 
technologies, where over 20 per cent of these technologies were estimated to be 
ready for large scale deployment within 2022, and an additional 40 per cent within 
three years.3

Moving from trust to appropriate confidence 

The literature review and analysis of the interviews conducted for this research 
suggest that trust and confidence are often used interchangeably, with increased 
trust in AI often stated as a desirable objective in health and care settings.  

Therefore, when considering how AI technology is used in healthcare, it is 
important to differentiate between the terms trust (which is placed in a product 
or system), trustworthiness (which is earned), and confidence (which is held 
individually or collectively). These distinctions have informed this report’s 
conceptual framework, which uses the term confidence rather than trust.

The term trust is a belief in the reliability of a product or system and is typically a 
binary concept such that something is either trusted or it is not. 

In this context, trustworthiness encompasses the quality of a product or system, 
being deserving of trust or confidence.
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Confidence, like trust, conveys a belief in a product or system. However, unlike 
trust, it is not generally considered a binary concept. Instead, confidence can be 
understood as continuously variable and depending on various factors. Confidence 
can account for the nuances of using AI in clinical decision making, where high 
confidence in AI-derived information is not always a desirable objective. It allows 
for a more dynamic exploration of related influences and behaviours, including 
where lower confidence may be justified.

Interviews for this research suggest that confidence in any AI technology or system 
used in health and care can be increased by establishing its trustworthiness. 
Increasing confidence in this way is desirable and requires a multifaceted approach 
including regulatory oversight, real-world evidence generation and robust 
implementation.4

In the context of clinical decision making, once trustworthiness in AI technologies 
has been established, high confidence in AI-derived information (the output 
provided by an AI system to a clinician) may not always be desirable. Instead, 
different levels of confidence may be held in individual outputs from a given 
AI technology, depending on the context and circumstances. During clinical 
decision making, confidence in AI-derived information will depend on numerous 
factors including the clinical scenario and other available sources of information. 
The challenge, therefore, is to enable users to make context-dependent value 
judgements and continuously ascertain the appropriate level of confidence in 
AI-derived information, balancing AI-derived information against conventional 
clinical information.

A framework for understanding confidence in AI

This report presents a framework for understanding what influences confidence in 
AI within health and care settings, which was developed following analysis of the 
academic literature and the interviews conducted for this research.  

Establishing confidence in AI can be conceptualised as:

›› �Increasing confidence in AI by establishing its trustworthiness 
(applies to all AI used in healthcare)

	 › �Trustworthiness can be established through the governance of 
AI technologies, which conveys adherence to standards and best 
practice, and suggests readiness for implementation. 

	 › �Trustworthiness can also be established through the robust evaluation 
and implementation of AI technologies in health and care settings.

	 › �Increasing confidence is desirable in this context.
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›› �Assessing appropriate confidence in AI (applies only to AI used for 
clinical decision making)

	 › �During clinical decision making, clinicians should determine 
appropriate confidence in AI-derived information and balance this 
with other sources of clinical information. 

	 › �Appropriate confidence in AI-derived information will vary depending 
on the technology and the clinical context. 

	 › �High confidence is not always desirable in this context. For example, 
it may be entirely reasonable to consider a specific AI technology 
as trustworthy, but for the appropriate confidence in a particular 
prediction from that technology to be low because it contradicts 
strong clinical evidence or because the AI is being used in an 
unusual clinical situation. The challenge is to enable users to make 
context-dependent value judgements and continuously ascertain the 
appropriate level of confidence in AI-derived information.

Figure A illustrates the conceptual framework and lists corresponding factors 
that influence confidence in AI. These comprise factors that relate to governance 
and implementation, which can establish a system’s trustworthiness and increase 
confidence. Clinical use factors affect the assessment of confidence during clinical 
decision making on a case-by-case basis.

 

CLINICAL USE

IMPLEMENTATION

GOVERNANCE

• Strategy and culture
• Technical implementation
• Local validation
• Systems impact

• Regulation and standards
• Evaluation and validation
• Guidelines
• Liability

• Clinician attitudes
• Clinical context
• AI model design
• Workflow integration
• Cognitive biases

Assessing 
appropriate 
confidence in 
AI for a specific 
clinical decision

Increasing 
confidence 
for all AI used 
in healthcare

Influencing factors

Figure A: Framework for understanding confidence in AI among the 
healthcare workforce    
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The primary focus of this report is understanding and assessing appropriate 
levels of confidence in AI-derived information during clinical use. However, as 
appropriate confidence in AI for clinical decision making is premised on establishing 
the trustworthiness of these technologies, the key elements of governance and 
implementation that underpin confidence are addressed first before clinical use is 
discussed in more detail.

Governance 

Increasing confidence through the governance of AI technologies

Robust governance underpins the trustworthiness of AI technologies, and can 
increase confidence in workers who commission, implement and use AI for any task 
in health and care settings. Aspects of such governance can include:

›› �Regulatory frameworks and standards. Regulation and standards can 
provide assurance that AI technologies have been developed responsibly, 
work as advertised and are safe for users and patients. Interviewees for this 
research highlighted several areas where developments in regulation could 
increase confidence in AI. These include the regulation of AI technologies 
(through AI-specific medical device regulation), the regulation of healthcare 
settings (through guidance on the safe and effective use of AI technologies), 
and the regulation of professionals who develop, validate and use AI 
(through advice from regulators of healthcare workers). 

›› �Evaluation and validation. AI technologies classed as medical devices 
require internal validation for MHRA approval, but external validation, 
prospective clinical studies and, in some cases, local validation can build 
confidence in an AI’s performance. Several standards and tools have or 
are being developed for medical devices and clinical research to guide 
approaches to the evaluation of AI products, including the National Institute 
for Health and Care Excellence (NICE) evidence standards framework. 

›› �Guidelines. Guidelines on the procurement, development and use of AI 
can enhance confidence when adopting AI in healthcare settings. Clinical 
guidelines from entities such as NICE and the Royal Colleges can also 
support confidence in using AI technologies.

›› �Liability. Clarity on liability across different AI technologies is crucial to 
securing the workforce’s confidence in using AI technologies. Currently, 
there is uncertainty as to who will be held to account if AI products are used 
to make clinical decisions that lead to patient harm. Responsibility could fall 
to the clinician who uses the technology, the deploying organisation, the 
industry innovator that developed the technology or those who validated 
and approved the technology for clinical use. Various legal frameworks may 
be applicable including negligence, product liability and vicarious liability. 
The NHS AI Lab’s Regulations programme is exploring these issues in greater 
depth, including through its ‘Liability and Accountability’ portfolio of work.
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Implementation 

Increasing confidence through the robust implementation of AI 
technologies

Interviewees for this research highlighted that the safe, effective, and ethical 
implementation of AI in health and care settings underpins the trustworthiness 
of AI technologies, and contributes to the workforce’s confidence in these 
technologies. Such implementation can include: 

›› �Strategy and culture. The leadership, management and governance 
bodies within health and care settings establishing AI as a strategic 
asset, and maintaining organisational cultures conducive to innovation, 
collaboration, and public engagement. This can include co-developing AI 
technologies ‘from the ground up‘ with industry innovators, by engaging 
and involving multi-disciplinary teams (including clinicians, information 
technology and governance specialists, clinical domain experts and data 
scientists) and internal decision-makers early in discussions about their 
needs and implementation challenges. 

›› �Technical implementation. Addressing any technical implementation 
challenges involving information technology infrastructures, 
interoperability, and data governance requirements is also crucial. 
Interviewees noted that agreed information technology and governance 
arrangements are instrumental to healthcare workers’ confidence in using 
AI technologies. A focus on the digitalisation of health and care services is 
an important prerequisite to the adoption of AI technologies, as supported 
by the NHS’s What Good Looks Like framework.

›› �Local validation. Procurement or commissioning entities within health 
and care settings will need to decide whether to validate the performance 
of AI technologies to ensure its performance translates to local data, 
patient populations and clinical scenarios. There are many unknowns and 
potential risks involved in ‘translating’ AI technologies from controlled 
development and validation settings to complex and highly individual real-
world settings. These risks can relate to the ability of settings to understand 
the suitability and performance of the AI technologies locally, to maintain 
the ongoing rigour of that performance, and to minimise any unfair impact 
on, or harm to, patients.

›› �Systems impact. Healthcare workers will be more confident in AI 
technologies that are safely and efficiently integrated into existing 
workflow systems that should include pathways for reporting safety events. 
An ethical approach to AI will also be essential to achieving confidence in 
AI. Interviewees noted that, at a minimum, this can include the principles 
of fairness, transparency, and accountability and ensuring equitable 
benefits across patients. 
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Clinical use 

Assessing appropriate confidence in AI-derived information during clinical 
decision making

Figure B shows that a clinician’s actual confidence (shown as ‘User confidence’) 
in AI-derived information for decision making may be inappropriately high or low 
if it does not match (along the ‘ideal’ line) the appropriate level for a clinical case. 
As discussed in this section, this appropriate level is likely to vary from case to case, 
depending on clinical factors and the AI-derived information itself.

To avoid inappropriately high or low levels of confidence, clinicians need 
to determine the appropriate level of confidence in the specific AI-derived 
information available at the point of making each clinical decision.

A complex set of considerations can dictate how to determine an appropriate level 
of confidence in AI-derived information, depending both on the technology and 
the clinical scenario, and with certain AI technologies and use-cases presenting 
lower clinical or organisational risks. 

Figure B: Ideal and inappropriate levels of confidence
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Synthesising and evaluating information from many disparate sources are key skills 
in clinical decision making, whether for diagnosis, prognostication or treatment. 
If incorporated and considered with appropriate confidence, information from 
AI technologies has the potential to make clinical decision making safer, more 
effective, and more efficient. 

To achieve this, clinicians will need to understand when AI-derived information 
should and should not be relied upon, and how to modify their decision making 
process to accommodate and best utilise this information. This might include 
considering factors like:

›› �other sources of clinical information and how to balance these with AI-
derived information in decision making

›› �the clinical case for which the AI is being used 

›› �the intended use of the AI technology. 

Several factors can influence how clinicians view AI-derived information (their user 
confidence), potentially leading to inappropriately high or low levels of confidence. 
These include:

›› �Clinicians’ attitudes. General digital literacy, familiarity with technologies 
and computer systems in the workplace, and past experiences with AI or 
other innovations can influence assessments of confidence in AI-derived 
information.

›› �Clinical context. The clinical context in which AI is used can influence 
confidence in the technologies and in the derived information, including in 
relation to the levels of clinical risk and the degree of human oversight in 
the AI decision-making workflow.

›› �AI model design. Various design characteristics can influence confidence 
in AI technologies. For example, the way AI predictions are presented (such 
as diagnoses, risk scores, or stratification recommendations) can affect 
how clinicians process information and potentially influence their ability to 
establish appropriate confidence in AI-derived information. 

›› �Cognitive biases. Cognitive biases, including automation bias, aversion 
bias, alert fatigue, confirmation bias and rejection bias can affect AI-
assisted decision making. The propensity towards these biases may be 
affected by choices made about the point of integration of AI information 
into the decision making workflow, or the way such information is 
presented. Interviewees for this research highlighted that enabling 
clinicians to recognise their inherent biases, and understand how these 
affect their use of AI-derived information should be a key focus of related 
training and education. Failure to do so may lead to unnecessary clinical 
risk or the diminished patient benefit from AI technologies in healthcare.
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Developing healthcare workers’ confidence in AI

Interviewees for this research stressed the importance of the healthcare workforce 
being confident in their own ability to adopt and use AI technologies.  

Low confidence may limit the use of AI technologies and result in wasted 
resources, workflow inefficiencies, substandard patient care and potential 
disparities in who gets to benefit from AI technologies, which may be unethical.

During clinical decision making, inappropriate levels of confidence in AI-derived 
information could lead to clinical errors or harm in scenarios where the AI 
underperforms, without being properly assessed or checked. This includes a 
phenomenon known as automation bias where the user inappropriately and 
uncritically favours suggestions made by automated decision making systems.

The main recommendation of this report is therefore to develop and deploy 
educational pathways and materials for healthcare professionals at 
all career points and in all roles, to equip the workforce to confidently 
evaluate, adopt and use AI. During clinical decision making, this would enable 
clinicians to determine appropriate confidence in AI-derived information and 
balance this with other sources of clinical information. 

The factors influencing confidence in AI, as detailed in this report, can help to 
determine the educational requirements to develop such confidence across the 
NHS workforce. The second report from this research will outline suggested 
pathways for related education and training. 

Interviewees for this research identified broader efforts that primarily aim to 
improve patient safety and service delivery, but could also contribute to developing 
confidence in AI within the healthcare workforce. 

Figure C shows these efforts mapped across this report’s conceptual framework. 

Much of this work is already underway, being led by Health Education England, 
the NHS Transformation Directorate, Integrated Care Systems and trusts, regulators 
and moderators, legal professionals, academics, and industry innovators.

A forthcoming project will involve engagement with these organisations and 
relevant groups and sharing of updates on progress being made on these efforts.
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Governance

›› �Development of professional guidelines on creating, implementing, and using AI for 
all clinical staff groups

›› ��Further development of regulatory frameworks for AI performance, quality, and risk 
management

›› �Finalisation of formal requirements for evidence and validation of AI technologies

›› �Development of AI specific pathways for prospective clinical studies of new 
technologies

›› �Further development of guidance on liability for AI (including autonomous AI)

›› �Establishment of flexible and dynamic processes for developing clinical guidelines on 
AI-assisted clinical tasks and technologies

›› �Development of clear oversight and governance pathways for AI, including AI not 
classified as a medical device

›› �Development of standards for developing AI for health and care settings (including 
co-creation with users, model transparency and mitigation of model bias)

Implementation

›› ��Further development of advice, guidelines, and prototypes for information technology 
(IT) and governance (IG) supporting adoption of AI technologies

›› �Development of strategies and assignment of resources to encourage organisational 
cultures that support innovation, co-creation, and robust appraisal of AI technologies

›› �Encouragement of collaboration and sharing of knowledge across NHS sites that are 
adopting AI technologies

›› �Development and resourcing of multi-disciplinary teams across clinical, technical, 
and administrative roles to enable implementation, local validation, audit and 
maintenance of AI technologies

›› ��Establishment of pathways for ongoing monitoring, performance feedback and safety 
event reporting involving AI technologies

Clinical Use

›› �Development of internal systems to record AI-assisted CRDM, including how AI has 
influenced or changed the decision

›› ��Further research on explainable AI and its safe use in clinical reasoning and decision 
making (CRDM)

›› ��Further research to understand and optimise the presentation of AI-derived 
information for CRDM

›› �Further research to understand how certain AI model features influence confidence

›› �Development of confidence in AI technologies across patients and communities via 
engagement and education activities

›› �Support for clinicians to determine appropriate confidence in AI-derived information 
and balance it with conventional clinical information for CRDM

Figure C. Efforts that can contribute towards confidence in AI 
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Report overview

CLINICAL USE

IMPLEMENTATION

GOVERNANCE

Chapter 1

Chapter 2

Chapter 3

Chapter 4

Chapter 5

Chapter 5

Chapter 4

Chapter 3

Chapter 1 provides the methodology and context for this research.   

All readers are encouraged to read Chapter 2, which provides the 
key concepts and the conceptual framework for understanding 
confidence in AI among healthcare workers.

For readers involved or interested in AI-related governance 
(regulation, evaluation, guidelines, liability).

For readers involved or interested in the implementation of AI in 
local healthcare settings.

For readers using AI directly in clinical practice, or managing and 
educating such users.
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Chapter 1: Introduction
1.1 Research purpose

This research – a collaboration between Health Education England and the NHS 
AI Lab at the NHS Transformation Directorate – has its origins in the Topol Review 
(2019),5 which explored how to prepare the UK’s healthcare workforce to master 
digital technologies for patient benefit. The Topol Review recommended that the 
NHS should develop a workforce able and willing to transform it into a world 
leader in the effective use of healthcare Artificial Intelligence (AI) and robotics.

Health Education England (HEE) has since established the Digital, AI and Robotics 
Technologies in Education (DART-Ed) programme to understand the impact of 
advances in AI on education and training needs. This research will build on the 
AI Roadmap,3 published by HEE and Unity Insights (formerly the analytics and 
evaluation function of Kent Surrey and Sussex Academic Health Science Network) 
in January 2022. The Roadmap provides an understanding of the use of AI and 
data-driven technologies that currently exist in the healthcare system, the uptake 
of these new technologies, and the impact on the workforce. In addition, HEE 
is working with the University of Manchester to develop a skills and capabilities 
framework to support curriculum review and guide healthcare practitioners 
towards future required learning for digital healthcare.
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The primary aim of this research is to explore the factors influencing healthcare 
workers’ confidence in artificial intelligence (AI) technologies and how these can 
be addressed through education and training.

Supporting healthcare workers to feel confident in identifying when and how to 
use AI is a main objective of the NHS AI Lab, and a key component of its vision for 
the safe, effective, and ethical adoption of AI technologies across health and care. 
This research will support the Lab’s commitment to empower healthcare workers 
to make the most of AI, including making the best of their expertise, informing 
their decisions, and saving them time to focus on patient care. 

1.2 Methodology

The research involved a review of related academic literature, and semi-structured 
interviews exploring experiences of developing and using AI technologies in 
healthcare settings. 

Interviewees included workers in primary and hospital care settings with varying 
levels of experience in AI technologies; industry innovators; representatives of 
related regulatory and arm’s length bodies; and academics who work at the 
intersection of AI, healthcare, education and clinical confidence.  

The research did not include workers and carers in social and community care 
settings, although some of the findings may be relevant to aspects of their work. 

Appendix A provides a list of the individuals and organisations interviewed for 
this research. 

1.3 Research reports 

This first report provides an analysis of the literature review and the interviews 
conducted for this research, synthesised into a conceptual framework for 
understanding confidence in AI among healthcare workers. 

A second report will determine educational and training needs based on the 
findings and conceptual framework presented in this first report. It will outline 
pathways to inform how educational providers, industry innovators, and healthcare 
providers can develop related education and training offerings for current and 
future healthcare workers.  
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Audiences for this report

		�  The report aims to enhance understanding of what 
influences confidence in AI among healthcare workers. 
It can be used by policymakers, regulators, arm’s length 
bodies, legal professionals and industry innovators to guide 
activities that can contribute towards developing confidence 
in AI. These activities, many of which are already underway, 
are listed in the Conclusion section.   

		�  The report can also be used as guidance by healthcare 
workers who want to understand concepts related to 
confidence for AI, to inform how they adopt, implement, 
and use AI technologies in their settings. These can include 
individuals responsible for strategic decisions and for the 
procurement of AI technologies, as well as regular users of 
these technologies. 

1.4 Context  

AI technologies are the latest innovation in a series of digital technologies that 
have been transforming the delivery of healthcare. The broader efforts to enable 
the adoption of change and innovation in health and care settings (such as 
the digital transformation pathways outlined in the NHS Long Term Plan)6 are 
important foundations for the adoption of AI technologies. 

The UK has published an ambitious strategy to remain a science and AI 
superpower in the next ten years.7 The NHS is supporting this objective by 
developing a strategy for AI in health and care.8 Building on the work of the NHS 
AI Lab, the strategy’s vision is to enable the safe scaling of proven and fair AI 
technologies that deliver better outcomes for the UK population.

Existing levels of familiarity and experience in AI technologies

International surveys have shown that most healthcare workers lack direct 
experience with AI technologies.9 In the UK, a 2020 survey of over 1,000 NHS staff 
by the Health Foundation2 found that three-quarters of respondents have heard, 
seen or read ‘not very much’ or ‘nothing at all’ about automation and AI.

The survey’s respondents were split between being positive or negative overall 
about the use of AI in healthcare, with some notable insights:

›› �those more familiar with AI technologies tended to be more positive 
towards these technologies.
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›› �medical and dental staff respondents felt more positive about AI than 
nurses and midwives who in turn felt more positive than health care 
assistants.

›› �assistive applications of AI, like image analysis and screening, were 
perceived as a bigger opportunity than autonomous forms of AI like 
robotic care assistants.

Respondents perceived the main benefits of automation and AI would be to 
improve efficiency and free up time to care for patients, a key objective identified 
in the Topol Review. The biggest identified risks of using automation and AI 
involved healthcare becoming more impersonal and healthcare workers failing 
to question any suggestions or decisions proposed by these systems. The biggest 
identified challenges were patients potentially not accepting these technologies 
and being suspicious of them, and staff shortages or inadequate equipment for 
implementation and use.

While most of the Health Foundation survey’s respondents anticipated that AI 
would improve their quality of work, a notable subset viewed AI as a threat to their 
jobs and professional status. This fear of AI replacing human jobs has been noted 
in several other research studies (particularly in relation to administrative positions 
and in radiology and pathology) along with other concerns like data governance, 
cyber security, patient safety, and fairness. 5,10, 11 

The healthcare workers interviewed for this research shared similar views about the 
levels of experience and attitudes towards AI technologies within their settings, 
noting that most related activities involve a ‘small pool of experts’ employed by 
the NHS who are often self-taught. They noted that exposure to AI technologies 
varies across professions and roles, with radiology, dermatology, ophthalmology, 
and pathology leading in this space (driven by the need for, and availability of, AI-
enabled machine vision technologies).  

However, interest in and understanding of how AI technologies can assist ongoing 
clinical and administrative challenges and improve patient outcomes is growing. 
Interviewees discussed current work in their settings on how to coordinate or 
develop data sets to train algorithms, investigations around static and dynamic AI 
models, and concerns about bias in AI systems. They also highlighted perceived 
challenges in ensuring the ongoing robust performance of AI systems and in 
understanding their impact on clinical safety and real-world patient outcomes.   

The growing deployment of AI in health and care settings is highlighted also in 
HEE’s AI Roadmap report,3 which surveyed over two hundred AI technologies 
nearing or ready for market. The survey found that over 20 per cent of these 
technologies are estimated to be ready for large scale deployment within 2022, 
and an additional 40 per cent in the next three years. The most affected workforce 
groups identified in the survey included radiologists, general practitioners, workers 
in non-clinical administration, diagnostic radiographers, and cardiologists. 
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1.5 Terminology

This report uses the terms ‘AI’ and ‘AI technologies’ to describe the use of digital 
technologies to create systems capable of performing tasks commonly thought to 
require intelligence. These can include algorithms using statistical techniques that 
find patterns in large amounts of data, or to perform repetitive cognitive tasks with 
data without the need for constant human oversight. 

This definition of AI is intentionally broad and could encompass algorithms not 
commonly considered as AI. While parts of this report refer only to more complex 
machine-learning algorithms, many of the factors that influence confidence 
described in the report could apply to any data-driven technology or algorithm 
used in healthcare or clinical practice. 

AI technologies have the potential to support existing clinical capabilities in 
diagnosis and screening, drug discovery, digital epidemiology, and personalised 
medicine,1 as well as optimising organisational resources, system efficiencies and 
clinical workflows.  

Clinicians, as referred to in this report, include healthcare workers making 
a patient-specific decision that affects patient care, and may include Nurses, 
Paramedics, Allied Health Professionals, Doctors, and other specialist healthcare 
staff groups.

Industry innovators refer to private sector developers and providers of AI 
technologies. 
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Chapter 2: Key Concepts and 
Framework 
This chapter provides an overview of the key concepts and the conceptual 
framework for this report. 

2.1 Key concept: Confidence in AI 

Interviewees for this research noted that many of the UK healthcare settings that 
are currently adopting AI technologies are at a critical juncture. They are moving 
through the early stages of an AI technology’s development (from the proof-of-
principle to proof-of-efficacy stages) and introducing AI technologies in clinical 
trials. 

Currently, the main challenges of these rollouts involve considerations around 
information technology (IT) systems, interoperability, and information governance. 
Interviewees noted that, as these initial challenges are resolved, issues relating to 
workflow integration, performance monitoring, demonstrating evidence of safety 
and effectiveness, and securing the trust and confidence of the workforce in AI 
technologies will become prominent. 

The latter challenge is the focus of this research, starting with clarifying what trust, 
trustworthiness and confidence mean at the intersection of AI and healthcare.  
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Moving from trust to appropriate confidence 

The literature review and analysis of the interviews conducted for this research 
suggest that trust and confidence are often used interchangeably, with increased 
trust in AI often stated as a desirable objective in health and care settings.  

Therefore, when considering how AI is used in health and care settings, it is 
important to differentiate between trust (which is placed in a product or system), 
trustworthiness (which is earned), and confidence (which is held individually or 
collectively). These distinctions have informed this report’s conceptual framework, 
which uses the term confidence rather than trust. 

The term trust is a belief in a product or system and is typically a binary concept 
such that the subject is either trusted or it is not. 

Trustworthiness encompasses the quality of a product or system being deserving 
of trust or confidence.

Confidence, like trust, conveys a belief in a product or system. However, unlike 
trust, it is not generally considered a binary concept. Instead, confidence can be 
understood as continuously variable and depending on various factors. Confidence 
can account for the nuances of using AI clinically, where higher confidence in 
AI-derived information is not always a desirable objective. It allows for a more 
dynamic exploration of related influences and behaviours, including where lower 
confidence may be justified.

Interviews for this research suggest that confidence in any AI technology or system 
used in health and care can be increased by establishing its trustworthiness. 
Increasing confidence for this purpose is desirable and can be accomplished 
through a multifaceted approach including regulatory oversight, real-world 
evidence generation and robust implementation.4

In the context of clinical decision making, once trustworthiness in AI technologies 
has been established, high confidence in AI-derived information (the output 
provided by an AI system to a clinician) may not always be desirable. Instead, 
different levels of confidence may be held in individual outputs from a given 
AI technology, depending on the context and circumstances. During clinical 
decision making, confidence in AI-derived information will depend on numerous 
factors including the clinical scenario and other available sources of information. 
The challenge, therefore, is to enable users to make context-dependent value 
judgements and continuously ascertain the appropriate level of confidence in 
AI-derived information, balancing AI-derived information against conventional 
clinical information.
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2.2 Key framework: Understanding confidence in AI 

This report presents a framework for understanding what influences confidence in 
AI within health and care settings, which was developed following analysis of the 
academic literature and the interviews conducted for this research.  

Establishing confidence in AI can be conceptualised as:

›› �Increasing confidence in AI by establishing its trustworthiness 
(applies to all AI used in healthcare)

	 › �Trustworthiness can be established through the governance of 
AI technologies, which conveys adherence to standards and best 
practice, and suggests readiness for implementation. 

	 › �Trustworthiness can also be established through the robust evaluation 
and implementation of AI technologies in health and care settings.

	 › �Increasing confidence is desirable in this context.

›› �Assessing appropriate confidence in AI (applies only to AI used for 
clinical decision making)

	 › �During clinical decision making, clinicians should determine 
appropriate confidence in AI-derived information and balance this 
with other sources of clinical information. 

	 › �Appropriate confidence in AI-derived information will vary depending 
on the technology and the clinical context. 

	 › �High confidence is not always desirable in this context. For example, 
it may be entirely reasonable to consider a specific AI technology 
as trustworthy, but for the appropriate confidence in a particular 
prediction from that technology to be low because it contradicts 
strong clinical evidence or because the AI is being used in an 
unusual clinical situation. The challenge is to enable users to make 
context-dependent value judgements and continuously ascertain the 
appropriate level of confidence in AI-derived information.

Figure 1 illustrates the conceptual framework and lists corresponding factors 
that influence confidence in AI. These comprise factors that relate to governance 
and implementation, which can establish a system’s trustworthiness and increase 
confidence. Clinical use factors affect the assessment of confidence during clinical 
decision making on a case-by-case basis.

Chapters 3, 4 and 5 explore the factors in detail, including how these are 
supported by current initiatives and guidance.  
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The primary focus of this report is understanding and assessing appropriate 
levels of confidence in AI-derived information during clinical use. However, as 
appropriate confidence in AI used in clinical decision making is premised on 
establishing the trustworthiness of these technologies, the key elements of 
governance and implementation that underpin confidence are addressed first 
before clinical use is discussed in more detail.

Governance 

Increasing confidence through the governance of AI technologies

How AI technologies are governed can influence confidence in these technologies. 

Formal means of governance and oversight can increase confidence in AI among 
workers who plan, implement and use AI for any task in health and care settings. 
These can include robust regulatory frameworks and standards for AI, clear 
evaluation and validation approaches, clinical and technical guidelines, and clarity 
on liability across different AI technologies.

Figure 1: Framework for understanding confidence in AI among the 
healthcare workforce    

CLINICAL USE

IMPLEMENTATION
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• Technical implementation
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Implementation 

Increasing confidence through the robust implementation of AI 
technologies

The safe, effective, and ethical implementation of AI in health and care settings are 
key contributors to confidence in AI technologies among the workforce.

The leadership, management and governance bodies within health and care 
settings can support such implementation by establishing AI as a strategic asset, 
such as through developing business cases, and maintaining organisational 
cultures conducive to innovation, collaboration, and public engagement (Section 
2.4 discusses the importance of developing confidence in AI among patients). 

Addressing any challenges with information technology infrastructures, 
interoperability, and data governance requirements is also crucial. Establishing and 
agreeing on related information technology and governance arrangements are 
instrumental to healthcare workers’ confidence in using AI technologies.

Procurement or commissioning entities within health and care settings will need 
to decide whether to validate the performance of AI technologies to ensure its 
performance translates to local data, patient populations and clinical scenarios. In 
such cases, evaluation using local data and workflows will be a necessary step to 
the robust implementation of AI technologies. 

Healthcare workers will be more confident in AI technologies that are safely and 
efficiently integrated into existing workflow systems, including through established 
pathways for reporting safety events.

Clinical use 

Assessing appropriate confidence in AI-derived information during clinical 
decision making

Figure 2 shows that a clinician’s actual confidence (shown as ‘User confidence’) 
in AI-derived information for decision making may be inappropriately high or low 
if it does not match (along the ‘ideal’ line) the appropriate level for a clinical case. 
As discussed in this section, this appropriate level is likely to vary from case to case, 
depending on clinical factors and the AI-derived information itself.  

To avoid inappropriately high or low levels of confidence, clinicians need 
to determine the appropriate level of confidence in the specific AI-derived 
information available at the point of making each clinical decision.

A complex set of considerations can dictate how to determine an appropriate level 
of confidence in AI-derived information, depending both on the technology and 
the clinical scenario, and with certain AI technologies and use-cases presenting 
lower clinical or organisational risks. 
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Synthesising and evaluating information from many disparate sources are key skills 
in clinical decision making, whether for diagnosis, prognostication, or treatment. 
If incorporated and considered with appropriate confidence, information from 
AI technologies has the potential to make clinical decision making safer, more 
effective, and more efficient. 

To achieve this, clinicians will need to understand when AI-derived information 
should and should not be relied upon, and how to modify their decision making 
process to accommodate and best utilise this information. This might include 
considering factors like:

›› �other sources of clinical information and how to balance these with AI-
derived information in decision making

›› �the clinical case for which the AI is being used

›› �the intended use of the AI technology. 

Figure 2: Ideal and inappropriate levels of confidence
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Several factors can influence how clinicians view AI-derived information (their user 
confidence), potentially leading to inappropriately high or low levels of confidence. 
These include:

›› �Clinicians’ personal experiences and attitudes. General digital literacy, 
familiarity with technologies and computer systems in the workplace, and 
past experiences with AI or other innovations can influence assessments of 
confidence in AI-derived information.

›› �Clinical context including the level of clinical risk and the degree of 
human oversight in the AI decision making workflow.

›› �Characteristics of AI model design. Various design characteristics 
can influence confidence in AI technologies. For example, the way AI 
predictions are presented (such as diagnoses, risk scores, or stratification 
recommendations) can affect how clinicians process information and 
potentially influence their ability to establish appropriate confidence in AI-
derived information. 

›› �Cognitive biases, including automation bias, aversion bias, alert fatigue, 
confirmation bias and rejection bias can affect AI-assisted decision making. 
The propensity towards these biases may be affected by choices made 
about the point of integration of AI information into the decision making 
workflow, or the way such information is presented. Interviewees for this 
research highlighted that enabling clinicians to recognise their inherent 
biases and understand how these affect their use of AI-derived information 
should be a key focus of related training and education. Failure to do so 
may lead to unnecessary clinical risk or the diminished patient benefit from 
AI technologies in healthcare.

Clinicians will need to understand when AI-derived information should and 
should not be relied upon, and how to modify their decision making process to 
accommodate and best utilise this information. Awareness of how their own 
attitudes and cognitive biases, the clinical context, and AI technical features can 
influence how they use AI-derived information will be crucial to ensure appropriate 
levels of confidence.

2.3 The importance of developing confidence in AI among 
healthcare workers 

Interviewees for this research stressed the importance of the healthcare workforce 
being confident in adopting AI technologies.  

Low confidence may limit the use of AI technologies and result in wasted 
resources, workflow inefficiencies, substandard patient care and potential 
disparities in who gets to benefit from AI technologies. 
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During clinical decision making, inappropriate levels of confidence in AI-derived 
information could lead to clinical errors or harm in scenarios where the AI 
underperforms, without being properly assessed or checked. This includes a 
phenomenon known as automation bias where the user inappropriately favours 
suggestions made by automated decision making systems.

As discussed in Box 1, maintaining appropriate confidence in AI-derived 
information is fundamental to the safe, effective, and ethical adoption of AI across 
health and care.

Box 1. Appropriate confidence in AI-derived information and 
ethical AI

Ethical AI encompasses practices that aim to address the individual 
and societal harms AI might cause.12  

In health and care settings, the optimal care of patients and 
avoidance of harm are paramount, as are endeavours to minimise 
disparities in patient outcomes between demographic groups, 
geographic locations and healthcare organisations. 

A major limitation in how AI technologies are developed and 
deployed currently is the potential for negative impact towards certain 
patient groups, including through biases built into AI models.13,14

Prevention and mitigation of these biases are critical aspects of 
ethical AI. Minimising bias and maximising AI performance in 
real-world settings can be achieved to some extent through using 
representative data sets and robust evaluation and implementation.

Understanding and critically appraising AI-derived information – 
essentially, maintaining an appropriate level of confidence – can 
further assist in identifying potential failure cases of AI technologies, 
including in relation to bias, which can, in turn, contribute to an 
ethical AI approach.

Appropriate levels of confidence in AI-derived information can also 
ensure trust is sustained in patient-clinician relationships. Clinicians 
will need to be able to explain their reasoning around the use of AI 
to their patients to maintain informed decision making and patient 
empowerment.

These factors suggest that critically appraising AI technologies is key 
to the ethical adoption of AI in health and care settings. Education 
and training will be essential to improve related knowledge and 
skills to avoid healthcare workers having inappropriately low or high 
confidence in AI. The second report outlines suggested pathways 
for such education and training. 
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2.4 The importance of developing confidence in AI among 
patients and the public

While this report focuses on understanding confidence in AI technologies among 
the healthcare workforce, it is important to recognise that improving confidence 
in AI amongst patients and the public (including through public engagement and 
participation initiatives) will play an equally crucial part in the successful adoption 
of AI technologies in health and care settings.

Interviewees for this research cautioned that without public acceptance and 
confidence in AI, it will be highly challenging from an ethical and patient-led care 
perspective to use these technologies in health and care settings. Developing 
confidence in AI technologies across patient groups and communities through 
public participation and education activities will be a necessary component of a 
holistic approach to deploying AI technologies effectively and safely.

A survey of people across England, conducted as part of developing the National 
Strategy for AI in Health and Social Care,8 found that almost half of the thousand 
respondents had heard nothing at all or very little about AI. The results also 
showed that greater awareness or understanding of AI leads to greater belief in 
the benefits it can bring to health and social care.

Interviewees for this research noted that conducting early and ongoing 
engagement of patients and the public, to inform how AI is developed and 
implemented, can enhance confidence in AI both amongst the public and in the 
healthcare workforce (see section 4.1). 

Although most current activities focus on the provision and access of patient data, 
further activities could aim to strengthen the involvement of patients in the design, 
governance and implementation of AI, including in safety reporting and post-
market surveillance (monitoring the performance and safety of an AI technology 
when released on the market). 

For example, the NHS AI Lab will be trialling the engagement of patients to identify 
possible risks and biases during the early stages of AI product development. This 
will support industry innovators to assess these risks and make any necessary 
adjustments to their products.15
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Chapter 3: Governance 
This chapter details four main factors, as identified by interviewees 
for this research, that relate to the governance of AI technologies and 
influence confidence in these technologies: regulation and standards; 
evaluation and validation; guidelines; and liability.

These factors underpin aspects of the trustworthiness of AI technologies, and 
entail robust, reliable and established direction and oversight from central 
healthcare leadership and the main regulators of healthcare in the UK (as shown in 
Figure 3). As described in this chapter, these efforts are currently in development 
and at different levels of progress. 

Confidence in how AI is governed can enable clinicians to assess 
appropriate levels of confidence in AI-derived information during 
clinical decision making, as detailed in Chapter 5.
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3.1 Regulation and standards

Confidence that AI technologies are included in formal governance and 
oversight

Interviewees for this research highlighted that a robust, efficient and transparent 
regulatory system can support confidence in the safe and effective adoption of 
AI technologies in health and care settings. This includes the regulation of AI 
products, the regulation of healthcare settings and the regulation of healthcare 
professionals.

Navigating the regulatory landscape for AI technology can be complex and 
confusing for both industry innovators and adopters of AI. To simplify this, key 
UK regulatory and arm’s length bodies (the National Institute for Health and Care 
Excellence, the Medicines and Healthcare products Regulatory Agency, the Health 
Research Authority, and the Care Quality Commission) are developing MAAS 
(Multi-Agency Advice Service), a cross-regulatory advisory service for developers 
and adopters of AI.16 MAAS will create educational material about the regulation 
of AI technology and provide access to the information developers and procurers 
of AI need to ensure products are meeting regulatory requirements.

3.1.1 Regulation of AI products 

Regulation can support confidence in AI products used in health and care, giving 
assurance that it has been developed responsibly, works as advertised, and that 
patient data is used in a safe, secure and responsible way. 

Regulatory requirements for AI products vary depending on whether an AI product 
is classed by the Medicines and Healthcare products Regulatory Agency (MHRA) as 
a medical device.

Medical devices must be registered with the MHRA and are subject to Medical 
Device Regulations, the UK MDR 2002. This regulation is supported by standards 
(for example, from the International Organisation for Standardisation) that can be 
used to demonstrate conformity with medical device regulation.

AI products used in health and care settings that are not classed as medical 
devices, such as products used to automate administrative processes, are not 
regulated by the MHRA. These products must however conform with other 
regulations like the General Data Protection Regulation (GDPR) and the NHS Digital 
Technologies Assessment criteria (DTAC) framework.17

Regulation of medical devices

Interviewees for this research suggested that there are gaps in the existing 
regulatory landscape for medical devices. They suggested that regulatory approval 
does not meet the expectations of AI users and that additional, AI-specific, 
regulation may be required.
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All medical devices, including software as a medical device (SaMD), marketed in the 
UK must be registered with the MHRA and comply with the UK MDR 2002. UKCA 
certification is required for a device to be placed on the UK market (CE marking, the 
EU equivalent, will no longer be valid after 30 June 2023). 

Devices are classified in accordance with UK MDR 2002 based on their clinical risk 
(Class I, IIa, IIb and III) with higher classifications associated with higher clinical risk 
and more stringent regulatory requirements.

Interviewees for this research suggested that there is very limited understanding 
of medical device and software regulation amongst the healthcare workforce. 
For example, interviewees perceived that most NHS professionals are unaware of 
what classifies a product as a medical device or the distinctions between classes of 
medical device, and what this means for product assessment and deployment. 

In addition, interviewees perceived that healthcare workers often equate regulatory 
approval with proof that a product has met certain standards and can be trusted, 
for example, that it works in real-world clinical settings. However, current regulatory 
standards may not provide the assurances that healthcare workers assume they 
do. In particular, MDR compliance is focussed on quality systems for recording 
design decisions and testing processes, rather than clinical or technical evidence of 
performance. The performance of AI technologies requires a different evaluation 
from other medical devices. This suggests the importance of the workforce 
understanding the remit of regulatory approval, and clarifying what it does and 
does not guarantee for a given AI technology.

The regulation that currently applies to AI medical devices is the same regulatory 
framework that is used for any SaMD. Many of our interviewees felt that tailored AI 
regulation may be necessary to address AI-specific risks.

These developments are already in progress. In September 2021, the MHRA 
announced the Software and AI as a Medical Device Change Programme,18 which 
includes three packages specific to AI as a medical device:

›› �Project AI RIG (AI Rigour) – to ensure AI is safe, effective and fit for purpose 
for all populations that it is intended to be used on. 

›› �Project Glass Box (AI Interpretability) – to outline the impact of 
interpretability on the safe and effective development and use of AI medical 
devices.

›› �Project Ship of Theseus (AI Adaptivity) – to create guidance that allows for 
adaptive AI that does not fit within existing change management processes. 

Standards

The UKCA marking and approval of SaMD is dependent on conformance  
with the UK MDR 2002, which requires manufacturers to maintain quality 
management systems. One way of demonstrating conformance is to meet  
a ‘designated standard’.19 
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Box 2. ISO standards 

The standard ‘ISO 13485:2016 Medical devices - Quality management 
systems - Requirements for regulatory purposes’ specifies 
requirements for a quality management system to demonstrate 
a manufacturer’s ability to provide medical devices and related 
services that consistently meet customer and applicable regulatory 
requirements. The ‘ISO 14971 Medical devices — Application of risk 
management to medical devices’ standard provides further details on 
risk assessment, control, review and monitoring.  

While it is not mandatory to follow the ISO 13485 standard, it is 
an effective option to demonstrate compliance with UK MDR 2002 
in quality management and to follow internationally recognised 
best practice. For example, the UKCA marking is based on the 
requirements of the EU MDD (Directive 93/42/EEC), which states 
in clause 12.1a ‘For devices which incorporate software or which 
are medical software in themselves, the software must be validated 
according to the state of the art taking into account the principles 
of the development lifecycle, risk management, validation and 
verification.’ The ISO 13485 standard can guide these aspects of 
medical device development, detailing also the requirements for 
validation.

ISO 13485 mentions software explicitly, following the categorisation 
of SaMD guidance published by the International Medical Device 
Regulators Forum (IMDRF).21 ISO 13485 does not differentiate SaMD 
from conventional hardware medical devices in terms of requirements 
for quality management but recognises there may be differences in 
the way in which the requirements are met. 

Although SaMD is recognised in ISO13485, AI as a medical device 
(AIaMD) is currently not mentioned in standards surrounding medical 
devices, leading to the need to interpret the requirements for this 
context. Standards and guidance accompanying the MHRA Software 
and AI as a Medical Device Change Programme will aim to clarify the 
specific requirements for AIaMD.18

The usability elements of the ISO 9241 standard are also applicable to 
AI in healthcare, describing user interface and experience principles 
for human-system interaction. Part 810 of the standard discusses 
the usability of ‘Robotic, intelligent and autonomous systems’, 
highlighting some of the system complexity and human-system 
interaction challenges relevant to AIaMD. Compliance with this 
standard is not currently a requirement of UKCA or CE marking but 
could be considered best practice towards building confidence in AI 
technologies. 
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As detailed in Box 2, International Organisation for Standardisation (ISO) standards 
can provide a framework for manufacturers to demonstrate the suitability of their 
product design and quality management systems.  

In order to implement software within the NHS, all digital health products must 
also comply with NHS digital, data and technology standards.20 These include DCB 
0129 and DCB 0160, which set out the clinical risk management framework for 
health organisations and suppliers of digital technology used in the health and care 
environment.

3.1.2 Regulation of healthcare settings

While medical devices are regulated by the MHRA, healthcare settings are 
regulated by the Care Quality Commission (CQC). 

The CQC monitor and inspect services and assess whether they are safe, effective, 
caring, responsive and well led.22 They publish standards of care, setting out what 
good and outstanding care looks like and make sure services meet fundamental 
standards below which care must never fall.23

In the context of AI-enabled services, the CQC’s role includes ensuring healthcare 
settings meet fundamental standards of quality and safety during an inspection, 
regardless of the medical device status of the technology used.

The CQC has published principles for the inspection process for particular types 
of technology such as surveillance CCTV.24 These principles assess whether 
surveillance technology is safeguarded, secured, lawful, transparent, operated by 
trained staff and used in a manner that maintains patient involvement, privacy and 
dignity.25 Principles for the safe and effective use of AI technologies may also be 
appropriate.

3.1.3 Regulators of healthcare workers

Regulators of healthcare workers, like the General Medical Council (GMC) and 
the Nursing and Midwifery Council (NMC), are responsible for setting standards 
of competence and conduct, and assessing the quality of education and training 
courses to ensure healthcare workers have the skills and knowledge to practise 
safely and competently. These standards may need to be revisited in the context of 
AI technologies. 

Interviewees for this research noted that clinicians look to regulators for guidance 
on how they should use AI technologies and for reassurance that using AI in 
clinical practice will not threaten their professional registration. Therefore, the 
position regulators take about AI technologies will significantly influence clinician 
confidence in these technologies.

The General Medical Council (GMC) and Health and Care Professionals Council 
(HCPC) codes of conduct require that clinicians must be prepared to explain and 
justify their decisions.26,27 This may be challenging in situations in which ’black box 
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AI’ is used in clinical decision making where the clinician cannot explain how an 
algorithm has reached a given conclusion.

Regulatory standards apply both to clinicians using AI in clinical decision 
making and those involved in the design, testing and validation of AI products. 
Interviewees noted that the latter are undertaking roles that were not traditionally 
within the remit of regulators of healthcare workers, and may require particular 
consideration and specialised guidance.

Non-clinical developers of AI products used in healthcare are not regulated in the 
same way as clinical professionals. Feedback from the interviews conducted for 
this research suggests that formal registration and accreditation for these roles by 
a regulatory body may be beneficial. This might include a systemised set of training 
protocols including technical, ethical and safety standards. A formal accreditation 
could act to promote the development of safe and effective AI and improve public 
trust in these technologies.

 

Key confidence insights

	 ›› ���A robust regulatory system is key to ensuring that 
technologies are safe and effective, which contributes to the 
trustworthiness of AI systems.

	 ›› �Healthcare workers may assume regulatory approval proves 
that an AI product works in a real-world clinical setting. 
However, current regulatory standards do not provide this 
level of assurance regarding performance.

	 ›› �The healthcare workforce will need to understand the remit 
of regulatory approval of medical devices.

	 ›› �Principles for the safe and effective use of AI technologies 
from regulators of healthcare settings may be appropriate.

	 ›› �Regulators of healthcare workers can consider how to advise 
clinicians who develop, validate and use AI technologies.

	 ›› �Formal registration and accreditation of non-clinical 
developers of healthcare AI products may be beneficial to 
promote the development of safe and effective AI.
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3.2 Evaluation and validation

Confidence that AI technologies work in real-world clinical settings 

This section discusses the required evidence and the processes used to determine 
how well an AI technology performs according to its intended use (referred 
to as efficacy). Interviewees for this research highlighted that these contribute 
to establishing the trustworthiness of, and hence increasing confidence in AI 
technologies. 

Formal requirements for evidence in AI technologies are still being developed.

Evidence of an AI’s efficacy can be captured in several stages. AI technologies can 
progress through these stages during their development and deployment:

1. Internal validation: The AI model is tested by its developer using a 
separate validation data set, often split from the same source as the training 
data set. It generally uses retrospective data sets (data that has been collected 
in the past).

2. External validation: The AI model is tested with data from a different 
source to the training data set. It tests the generalisability of the model’s 
performance to clinically relevant scenarios, ensuring the performance 
that has been validated internally is maintained. External validation may be 
performed by the AI developer, or independently by a third party.

3. Local validation: In some cases, limited further external validation may be 
needed as part of deploying AI at a local setting, to ensure its performance 
translates to the local data, patient populations and clinical scenarios. 
Procurement or commissioning entities may decide that the available 
evidence for an AI technology does not provide sufficient confidence that 
its performance will be acceptable in the local situation (Local validation is 
discussed in section 4.3).

4. Prospective clinical studies: The AI model is tested in a real-world clinical 
setting using data collected in real time. This evaluation determines whether 
the technology has benefits in terms of efficiency or patient outcomes. It 
involves testing the AI’s technical performance as well as its integration with 
clinical workflows.

5. Ongoing monitoring: Healthcare settings should monitor the 
performance of AI algorithms in use to ensure there is no degradation due to 
population drift or technical factors elsewhere in the data pipeline.

Research has shown that many AI models that perform well at the internal 
validation stage perform significantly worse at the external validation stage.28 
This may be due to the model being insufficiently ‘generalisable’; in other words, 
the model does not replicate its success when given data different to its original 
source.  
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Further, products that perform well on both external and internal validation can 
perform poorly in prospective clinical studies.29 There can be many reasons for 
this poor performance, including human factors, technology infrastructure, and 
systems considerations. 

Current approaches 

Interviewees for this research noted that uncertainty in the appropriate evidence 
required for AI technologies can have a negative impact on the confidence of 
those commissioning and using AI technologies.

Current MHRA guidelines for UKCA regulatory approval stipulate the need for 
internal validation testing. Although the requirement for external validation 
(using data from a different source to the training data) may be inferred from the 
UKCA clinical evaluation requirements, there is currently no requirement for this 
validation to be conducted by an independent third party.30 Prospective clinical 
studies are not currently a requirement for regulatory approval for SaMD. 

Interviewees for this research, supported by literature, observed that although 
most AI technologies being considered by NHS settings have gone through internal 
validation, few have been externally validated by third parties or undergone 
prospective clinical studies.31,32 Interviewees observed that very few industry 
innovators are committed to long-term prospective clinical studies (which demand 
time and monetary resources). Instead, many present regulatory certifications (such 
as UKCA or CE certification) as evidence of their technology’s performance.

Procurers of AI technologies and academics interviewed for this research 
suggested that the use of regulatory certification as evidence of product efficacy 
is inadequate for algorithms used in clinical decision making. They recommended 
that external validation and prospective clinical studies be required for UKCA 
approval, with evidence made publicly available. 

Additional evidence is already required for AI used in national screening 
programmes. The UK National Screening Committee stipulates that AI screening 
technology must undergo external validation with further clinical evaluation being 
required in certain circumstances.33

Interviewees, supported by research, highlighted that prospective clinical studies 
are a particularly important driver for establishing confidence in AI technology that 
directly impacts clinical decisions or patient outcomes.9,34 These prospective studies 
can identify the system benefits, such as saving money, freeing up staff time for 
other tasks, or enabling a shift from inpatient to outpatient care.

Clinician interviewees for this research perceived that AI technologies used in 
patient care should be held to the same evidence standards as other medical 
interventions, such as pharmaceuticals. This includes systematic reviews, 
randomised controlled trials (RCTs) and peer review research. Revision and redesign 
of existing information technology (IT) and data governance infrastructures may be 
needed to support this level of evidence generation. 
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On the flip side, industry innovators interviewed for this research expressed 
concerns that traditional prospective clinical study methods such as RCTs require 
significant financial investment and long-time scales. They suggested that 
alternative evidence generation methods could be considered to ensure the 
healthcare system can benefit from new technologies sooner rather than later. 

Several standards and tools have or are being developed for medical devices and 
clinical research to address the issues of varying evidence standards for AI products. 
Box 3 provides a few examples. 

Box 3. Evaluation and validation standards and tools 

The National Institute for Health and Care Excellence (NICE) 
evidence standards framework

The NICE evidence standards framework35 for digital health 
technologies is being updated to include AI-specific evidence 
guidelines dependent on the level of clinical risk associated with 
the technology. These aim to demonstrate that AI technologies are 
clinically effective and offer economic value, and could become the 
benchmark of evidence for AI technologies used in the NHS.

META tool

The META (MedTech Early Technical Assessment) Tool36 has 
been developed by NICE in collaboration with Health Innovation 
Manchester. It is a tool that can be used by developers of AI 
technologies to identify the gaps in evidence generation required to 
demonstrate their value to the NHS. It can help products progress 
to a successful NICE Medical Technologies Evaluation Programme or 
Diagnostics Assessment Programme application.

HealthTech connect

HealthTech Connect is a secure online system managed by NICE, 
with funding from NHS England and NHS Improvement, which 
is designed to identify and support health technologies as they 
move from inception through to adoption. A range of partner 
organisations contribute including the AHSN Network, Office for Life 
Sciences, the MHRA, industry associations (ABHI, AXREM, BIVDA), 
the National Institute for Health Research (NIHR) and NHS Clinical 
Commissioners. The system helps companies to understand what 
information is needed by decision-makers in the UK health and care 
system (including levels of evidence) and clarifies possible routes to 
market access.
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Box 3. (cont.)

AHSN innovation exchange

The AHSN (Academic Health Science Network) innovation exchange 
connects researchers, the life sciences industry and healthcare. One 
of its four structured elements relates to the validation of AI products 
in clinical settings. Through this process, AHSNs are developing a 
consistent approach to validate AI technologies.

AI evaluation and clinical trial reporting guidelines and tools

Several guidelines and tools have been developed for conducting 
and reporting external evaluation studies and prospective clinical 
trials for AI technologies. These are the result of an international 
collaborative effort to improve the transparency and completeness of 
reporting of evaluations and clinical trials of AI interventions. A few 
examples, some currently in development, include:

• �TRIPOD-AI37 (Transparent Reporting of a multivariable prediction 
model of Individual Prognosis Or Diagnosis-Artificial Intelligence)

• �STARD-AI38 (Standards for Reporting of Diagnostic Accuracy 
Study-AI)

• �PROBAST-AI37 (Prediction model Risk Of Bias ASsessment Tool-AI)

• �SPIRIT-AI39 (Standard Protocol Items: Recommendations for 
Interventional Trials-AI) 

• �CONSORT-AI40 (Consolidated Standards of Reporting Trials-AI) 

• �DECIDE-AI41 (Developmental and Exploratory Clinical Investigation 
of DEcision-support systems driven by Artificial Intelligence) 

• �QUADAS-AI42 (QUality Assessment tool for artificial intelligence-
centered Diagnostic test Accuracy Studies)

• �STANDING together43 (STANdards for Data INclusivity and 
Generalisability)

The limits of universal approaches to evaluating and validating AI 

Interviewees for this research noted that while evidence standards set at the 
national or international levels can provide confidence in product efficacy, they will 
not negate the need for local validation of AI technologies. 
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The performance of AI systems can be strongly dependent on the details of the 
training data cohort and its similarity to the local cohort and situation.44 An AI 
technology can behave differently in a new context either in terms of technical 
performance or clinical impact. Therefore, when an AI technology is being 
deployed in a particular location or for a particular use case, additional local 
validation may be expected. 

This suggests the need for local skills and capabilities to assess whether local 
validation of an AI technology is desirable and appropriate, and to conduct  
this validation where necessary. Some NHS Trusts have already established 
specialised teams to coordinate local validation of AI technologies as discussed  
also in section 4.3.

Key confidence insights

	 ›› �The evidence and the methods used to determine how well 
an AI technology performs according to its intended use 
contribute to confidence in AI technologies. These include 
internal validation, external validation, local validation, and 
prospective clinical studies.

	 ›› ��Prospective clinical studies are a particularly important driver 
for securing confidence in AI technologies that directly 
impact clinical decisions or patient outcomes.

	 ›› �Healthcare workers expect AI technologies to be held to the 
same evidence standards as other medical interventions such 
as pharmaceuticals.

	 ›› �Clear guidance is needed for evidence provided for AI 
technologies currently deployed in the NHS. The NICE 
evidence standards are being updated to include AI-specific 
guidance.

	 ›› �The use of regulatory certification as evidence of product 
efficacy is inadequate for algorithms used in clinical decision 
making.

	 ›› �To support evidence generation, IT and governance 
infrastructures within the NHS will need to support 
prospective research/clinical trials that involve AI 
technologies.
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3.3 Guidelines

Confidence that the right AI technologies are being procured and deployed

Interviewees for this research noted that procurement, ethical and clinical use 
guidelines can steer how AI is adopted and used within healthcare, and drive 
confidence in these technologies. They cautioned that effective guidelines would 
require a dynamic creation process to keep pace with AI development and 
adoption.

3.3.1 Procurement guidelines 

Interviewees suggested that confidence in procuring suitable AI solutions within 
health and care settings is an important initial step to the safe and effective 
adoption of these technologies. 

The NHS has developed initial guidance in its ‘Buyer’s Guide to AI in Health and 
Care’.45 The guidance sets out important questions for public sector entities to 
consider when purchasing ‘off-the-shelf’ AI products (developed by industry 
innovators and packaged as ready for deployment). These include clarifications 
on the suitability of the solution, and regulatory, performance and ethical 
considerations. 

The Digital Technology Assessment Criteria (DTAC) for health and social care can 
support further confidence in meeting clinical safety, data protection, technical 
security, interoperability and usability and accessibility standards.17

Disclosure

Industry innovators can be reluctant to share details of their AI products (including 
information on computational methods, and the robustness and completeness 
of their training data) due to commercial considerations and intellectual property 
rights. This can impact the confidence of those procuring, implementing and using 
AI technologies who may find it challenging to compare products, assess potential 
risks, determine the need for additional local validation, and communicate with 
patients about how the technology works.

Several significant developments in regulation and law relating to disclosure and 
transparency in AI models can guide future approaches to these challenges.  
Box 4 summarises some of these initiatives. 
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Box 4. AI disclosure and transparency initiatives 

GDPR transparency standards

The 2018 General Data Protection Regulation (GDPR) states that 
when automated decision making is used, the person to whom 
it relates should be able to access ‘Meaningful information about 
the logic involved’. The guidance that accompanies the GDPR text 
gives further insights into the nature of this information, describing 
it as ‘not necessarily a complex explanation of the algorithms 
used or disclosure of the full algorithm. The information provided 
should, however, be sufficiently comprehensive for the data 
subject to understand the reasons for the decision’. It will fall to 
legislators, data protection authorities, and courts to interpret when 
particular information will ultimately be classed as ‘meaningful’ 
and ‘sufficiently comprehensive’ without infringing on intellectual 
property rights.

CDDO algorithmic transparency standard

The Central Digital and Data Office (CDDO) recently announced an 
algorithmic transparency standard to help government departments 
provide clear information about the algorithmic tools they use, and 
why they’re using them.46 

Model cards

Google have launched ’model cards’ for AI algorithms - a structured 
way of sharing essential facts of machine learning models including 
their limitations.47 ‘Model Facts’ labels specific to healthcare AI 
technology have also been created.48

ICO and The Alan Turing Institute: Explaining AI in practice

The ICO and the Alan Turing Institute have released joint guidance 
on explaining decisions made with AI to give organisations practical 
advice to help explain the processes, services and decisions delivered 
or assisted by AI, to the individuals affected by them.49

MHRA Project Glass Box

Project Glass Box (AI Interpretability) is one of the packages in the 
MHRA Software and AI as a Medical Device Change Programme.18 
It aims to develop interpretability frameworks for AI algorithms to 
ensure they are sufficiently transparent to be robust and testable.
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3.3.2 AI development guidelines

Guidelines for the development of AI can support industry innovators to create 
technologies in a safe and responsible way. Knowing that AI technologies have 
complied with these guidelines can also provide reassurance to those procuring 
and using these technologies. 

There are currently several published initiatives to guide industry innovators and 
healthcare procurement, including: 

›› �the Department of Health and Social Care’s ‘Guide to good practice for 
digital and data-driven health technologies’,50 is designed to support 
industry innovators in understanding what the NHS is looking for when 
buying digital and data-driven technology for use in health and care

›› �the NHS’s What Good Looks Like framework51 is a guide for NHS leaders 
to digitise, connect and transform their services safely and securely. 
The framework involves seven success measures, including in relation 
to governance, resources and standards for safe care that can provide 
foundations for the development and deployment of AI technologies

›› �the Office for Artificial Intelligence’s ‘Guide to using artificial intelligence in 
the public sector’,52 outlines how to build and use AI in the public sector

›› �‘Good Machine Learning Practice for Medical Device Development: 
Guiding Principles’53 jointly published by the MHRA, The U.S. Food and 
Drug Administration (FDA) and Health Canada. These are ten guiding 
principles that can inform the development of medical devices that use 
artificial intelligence and machine learning. 

3.3.3 Clinical guidelines

Clinicians often use guidelines to steer their diagnosis and management of 
patients. 

Feedback from the interviews conducted for this research suggests that clinicians 
expect specific guidelines on the use of AI technologies to be developed and 
distributed by entities like the Royal Colleges and the National Institute for Health 
and Care Excellence (NICE). They consider these guidelines a key contributor to 
establishing their confidence in using AI technologies. The endorsement of an AI 
technology by a formal body like the Royal Colleges or NICE would be perceived as 
a key driver for adopting that technology. 

However, the appropriate use of AI technologies will depend on specific features, 
like those outlined in section 5.2, as well as the clinical context. Interviewees 
cautioned that, while general guidelines may be sufficient for products with low 
clinical consequences, it is likely that specific guidelines will need to be developed 
for individual AI technologies that entail higher clinical consequences. 
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NICE has two programmes in which diagnostic technologies may be evaluated: 
the Medical Technologies Evaluation Programme (MTEP)54 and the Diagnostics 
Assessment Programme (DAP).55 Guidance has been published for several AI 
products.56,57

Submission to MTEP or DAP is not a mandatory requirement for AI technologies 
and some industry innovators are uncertain about the suitability of these 
programmes for digital products. As documented in related research, innovators 
are deterred by the long timescales required to gather the necessary clinical trial 
evidence for the MTEP and DAP processes are at odds with the rapid iteration of 
digital technologies. They are concerned that their products may become outdated 
by the time they gain approval.58

Further, interviewees for this research noted that smaller-size industry developers 
may not have the resources required to produce the level of clinical evidence 
required for their product’s assessment. 

NICE Medtech Innovation Briefings (MIBs) offer a faster way of obtaining NICE 
advice, taking around four months to produce. They do not provide the full 
guidance offered by MTEP and DAP but include a summary for the product, 
existing evidence, place in healthcare and expert opinion.59,60

Interviewees for this research suggested that NICE guideline processes may 
be limited in scalability. The sheer volume and development lifecycle of AI 
technologies entering the market will potentially make it challenging for NICE to 
meet the demand for product-specific guidance. As multiple AI technologies for a 
given clinical task become available, it may be appropriate to move towards task-
level guidance.

3.3.4 Ethical guidelines 

The ethical dimensions of AI are currently being debated and defined, with some 
commonalities across the plethora of available frameworks. A worldwide study of 
related publications found universal inclusion of the principles of fairness and non-
discrimination. Other prominent principles included privacy, accountability, and 
transparency. 61 

Although there is no universally adopted ethical guidance on AI, health and care 
settings and industry innovators can draw from available frameworks to inform 
their practices. These include:

›› �the Central Digital and Data Office’s ‘Data Ethics Framework’,62 which 
guides appropriate and responsible data use in government and the wider 
public sector

›› �the World Health Organisation’s ‘Ethics and governance of AI for health’,63 
which sets out six key ethical principles: protecting human autonomy; 
promoting human well-being and safety and the public interest; ensuring 
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transparency, explainability and intelligibility; fostering responsibility and 
accountability; ensuring inclusiveness and equity; and promoting AI that is 
responsive and sustainable.

Interviewees for this research highlighted the importance of developing 
awareness and recognition of ethical considerations like fairness, transparency, 
and accountability in health and care settings to complement regulatory and 
governance oversight.

Key confidence insights

	 ›› �Available guidelines can contribute to confidence in 
procuring, developing and using AI technologies. Knowing 
that AI technologies follow accepted guidelines can also 
contribute to confidence. 

	 ›› ��Clinicians may not feel confident using AI products in clinical 
decision making until they are included in established clinical 
guidelines.

	 ›› ��Although general guidance may be helpful for AI products 
with low clinical risk, higher risk technologies are likely to 
require individual guidance. As more AI technologies enter 
the market, task-level guidance for AI technologies may be 
appropriate.

	 ›› �To support their confidence in AI, healthcare workers will 
need to develop awareness and recognition of ethical 
considerations like fairness, transparency, and accountability.

3.4 Liability

Confidence that attribution of liability is clear in relation to AI technologies 

Interviewees for this research noted that clarity in the attribution of liability is 
crucial to increase confidence in, and enable the safe and ethical deployment of AI 
technologies.  

They expressed concern about the current uncertainty in who will be legally 
accountable for AI technologies used in the clinical decision making process. 
They highlighted that establishing the liability of the various parties involved in 
designing, deploying and using AI will be important to promote confidence in these 
technologies.  
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Liability is a legal duty or obligation to take responsibility for one’s acts or omissions. 
It is a longstanding legal principle that applies across sectors. However, it is unclear 
how liability will be applied to AI used in clinical decision making as there is a lack 
of established case law in this area.27  The challenge of AI and liability is not unique 
to the healthcare industry and applies to various other sectors. 

Responsibility for AI used in clinical decision making could fall to the clinician 
who uses the technology, the deploying organisation, the industry innovator that 
developed the technology or those who validated and approved the technology 
for clinical use. Various legal frameworks may be applicable including negligence, 
product liability and vicarious liability.

AI technologies that are used as a tool for decision making could feasibly be 
treated like other clinical decision making tools, with a potential focus on clinician 
accountability under medical negligence law. However, this may depend on the way 
in which an algorithm is used in the decision making process. 

‘Black-box’ algorithms pose a particular challenge. If a clinician cannot fully 
understand and explain how a ‘black-box’ AI algorithm reaches its prediction, they 
cannot reasonably be considered accountable or responsible for the AI prediction 
itself.64 However, they may still be held accountable for a decision made using the 
AI prediction.

In the case of autonomous AI, there is a potential that clinicians may be removed 
from the decision making process (for example, if AI were used to triage referrals 
or patient electronic consultations). If AI algorithms were fully responsible for a 
clinical decision in this manner it is unclear how existing legal frameworks would be 
applied.

The NHS AI Lab Futures Portfolio is looking at these issues in more detail, including 
through its ‘Liability and Accountability programme’, conducted with NHS 
Resolution and their expert legal panel, and a collaborative programme to assess 
the impact of meaningful human control in AI.

Clarity in liability will also influence developments in establishing related regulation 
and guidelines as discussed in sections 3.1 and 3.3.

Key confidence insights

	 ›› ��Establishing the liability of the various parties involved in 
designing, deploying and using AI will be crucial to shaping 
confidence in AI.

	 ›› ��Currently, there is uncertainty as to who will be held to 
account if AI products are used to make clinical decisions 
that lead to patient harm.

	 ›› ��Clarity in liability will influence developments in establishing 
related guidelines and regulation.
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Chapter 4: Implementation 
This chapter provides an overview of key factors that support the 
safe, effective, and ethical implementation of AI technologies in local 
healthcare settings. These factors, which underpin aspects of the 
trustworthiness of AI technologies, were identified by interviewees for 
this research as key contributors to increasing confidence in AI among 
healthcare workers.

Confidence in the implementation of AI technologies can enable 
clinicians to assess appropriate levels of confidence in AI-derived 
information during clinical decision making, as detailed in Chapter 5.
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4.1 Strategy and culture

Confidence that the right strategic decisions are being made about AI 
technologies in a culture that supports innovation and collaboration

The successful introduction and ongoing implementation of AI technologies in 
healthcare settings will depend, amongst other factors, on developing strong 
related business cases, maintaining effective relationships with industry innovators, 
and establishing organisational cultures conducive to innovation, collaboration, 
and public engagement. 

These factors, which demand specific knowledge and skills, can influence 
how receptive workers will be to AI technologies and contribute to developing 
confidence in AI as a strategic and organisational asset. 

The business case for adopting AI technologies 

Interviewees for this research cautioned that some AI technologies are potentially 
being developed (including in proof of concept and trial stages) without a clear 
understanding of how they might affect healthcare provision. This underlines the 
importance of a strategic approach to the deployment of AI in healthcare settings, 
including through the development of value propositions and business cases. 

For the interviewees, understanding the value, benefits, and risks of AI 
technologies (including in relation to patient outcomes, financial and human 
resourcing considerations, and alignment with related local and national strategies 
and priorities) are key to establishing strong business cases for deploying AI.  

Despite available guidelines (including in the National Institute for Health and Care 
Excellence’s evidence standards framework), the development of these business 
cases can be complicated by the minimal clinical evidence for most AI technologies 
(as discussed in section 3.2) and by workforce perceptions founded on limited 
knowledge and experiences of AI technologies. 

Many interviewees for this research shared their concerns about the potential 
impact of AI technologies in their settings; for example, technologies that may 
lead to a higher number of patients being recalled and resulting in further costs for 
assessments and in unnecessary stress for their patients. Others wished that they 
were more cautious when they introduced AI in their settings by taking more time 
to debate and understand the related challenges.

On the flipside, interviewees voiced their hopes for using AI to address the major 
challenges in healthcare provision, including the increasing needs of an ageing 
population and the current backlog and waiting times in secondary care. 

Relationships with industry innovators 

Once AI technologies are procured, many are successfully embedded by 
establishing collaborative and sustainable relationships with industry innovators. 
These relationships can involve optimising and evaluating AI technologies. 
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Interviewees for this research noted that effective relationships between healthcare 
settings and industry innovators are built on shared values, and that they require 
a significant commitment of time and resources from both parties. Adept 
management of these relationships demands appropriate skills and resources, and 
shared understanding of the different perspectives within the AI ecosystem.

Interviewees noted that effective relationships can ensure buy-in and development 
of confidence in AI technologies among healthcare workers. However, 
they cautioned that the general lack of knowledge and experiences with AI 
technologies in most health and care settings limits their ability to critically appraise 
information provided by industry innovators, including during due diligence. These 
limitations in knowledge and experience may also lead some health and care 
settings to adopt industry-set parameters around the transparency and bias of AI 
technologies.

Interviewees noted that while some industry innovators support sites to establish 
a strategic approach to adopting AI technologies, others are not as proactive in 
their engagement or transparent about their products. Some interviewees spoke 
of ‘hidden’ costs involving AI technologies (including the costs of monitoring 
performance and reporting errors) that are not explicitly disclosed by some 
developers.

The importance of culture and leadership 

Interviewees for this research highlighted that organisational cultures 
and leadership are key to the successful introduction and deployment of 
AI technologies. This insight is not surprising, and not exclusive to AI, as 
organisational cultures and leaders who support innovation and collaboration are 
crucial to the broader digital transformation of health and care settings.9

A focus on the digitalisation of health and care services is an important prerequisite 
to the adoption of AI technologies, as supported by NHS’s What Good Looks Like 
framework (see also section 3.3). 

Interviewees suggested a few key cultural and leadership features that can support 
these broader efforts, and increase confidence in AI, including:

›› �developing AI technologies from the ‘ground up‘ by involving multi-
disciplinary teams (including clinicians, information technology and 
governance specialists, clinical domain experts and data scientists) and 
internal decision-makers early in discussions about their needs and 
implementation challenges. Interviewees for this research noted that 
multi-disciplinary teams tend to be the most successful structure for 
implementing AI 

›› �establishing senior leadership and clinical lead buy-in, and identifying and 
supporting internal champions for change 
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›› ��conducting early and ongoing engagement of patients and the public to 
inform AI development or co-design of technologies 

›› ��focusing on ongoing learning and development of staff. 

Interviewees for this research suggested that peer and expert endorsement and 
support can enhance confidence in AI technologies. This highlights the importance 
of developing and resourcing mechanisms to establish and encourage connections 
to share AI-related knowledge and experiences amongst peers and sites adopting 
AI technologies.

An example is the NHS AI Virtual Hub, an online platform for discussions, shared 
resources, and collaboration about AI technologies in health and care.65 Other 
potential approaches can include developing and distributing case studies to 
highlight challenges and success stories (similar to existing NHS digital playbooks).66 

Key confidence insights

	 ›› ��Confidence in AI as a strategic and organisational asset 
depends on developing strong business cases, maintaining 
effective relationships with industry innovators, and 
establishing organisational cultures conducive to innovation, 
collaboration, and public engagement.

	 ›› ��Understanding the value, benefits and risks of AI 
technologies are key to establishing strong business cases for 
adopting AI.

	 ›› ��Successful relationships between industry innovators and 
healthcare settings are built on shared values and require 
a significant commitment of time and resources from both 
parties.

	 ›› ��Organisational cultures and leaders who support innovation 
and collaboration are key to the digital transformation 
of health and care settings, including the adoption of AI 
technologies.

	 ›› ��Multi-disciplinary teams tend to be the most successful 
structure for implementing AI.

	 ›› ��Developing and resourcing mechanisms to establish and 
encourage connections to share AI-related knowledge 
and experiences amongst peers and sites adopting AI 
technologies can support confidence in AI.



UNDERSTANDING HEALTHCARE WORKERS’ CONFIDENCE IN AI51

4.2 Technical implementation

Confidence that the implementation of AI technologies is supported by 
appropriate information technology infrastructures and data governance 

The adoption of AI requires integration of these technologies with existing 
information technology (IT) infrastructures or the development of new IT 
infrastructures to support data storage, security, and information provision. It 
also requires the adaptation or development of information governance (IG) 
arrangements on data security, privacy, and clinical safety.

A key insight from the interviews conducted for this research is that IT and IG 
processes are a major factor in healthcare workers’ confidence in AI technologies. 
Securing this level of confidence will require reaching internal agreements on the 
value of the data, the consent protocols, and the control, storage and use of the 
data. 

Interviewees for this research noted that the broader technical challenges that 
relate to change and digital transformation in health and care settings complicate 
the adoption of AI technologies, including: 

›› �issues with hardware and software interoperability

›› �time-consuming and impersonal processes for communication with IT 
support (for example, IT support being outsourced or located at separate 
sites)

›› �unclear structures and responsibilities in IT and IG teams

›› �miscommunications due to technical language and abbreviations.

Of these challenges, interoperability (compatibility and ease of integration with 
existing infrastructures) is particularly important. Interviewees suggested that 
interoperability is a frequent barrier to deploying new technologies in their 
settings, both from the perspective of users and industry innovators. For example, 
health and care settings can use various software and hardware infrastructures 
(including record systems, pathology systems, radiology systems and patient 
communication tools) that often require separate access details. AI technologies 
that operate as separate applications would likely frustrate workers and limit their 
uptake.

More importantly, a site’s ability to adopt AI technologies can rely on its capacity 
and resources to support related IT and IG arrangements and other requirements 
(including commercial agreements and Data Protection Impact Assessments). 

Discrepancies between clinical departments at each site can also influence 
the ability to adopt AI; for example, some departments maintain separate IT 
infrastructures to other departments (like cardiology and radiology) that impact 
how data is collated and stored. These discrepancies can result in inconsistent 
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and incomplete data sets. Developing and maintaining comprehensive and 
representative data at a scale required by AI technologies remains a significant 
limitation of the healthcare system.  

Interviewees cautioned that, although infrastructure and data-related challenges 
are not specific to AI, they must be resolved to achieve broad deployment of, and 
support confidence in, these technologies in health and care settings. 

Interviewees suggested that the adoption of AI technologies should be 
integrated into broader digital transformation systems and involve coordinated 
multi-disciplinary teams across clinical, technical, and administrative roles, 
potentially across different settings (as noted in section 4.1 and detailed in the 
second report). One interviewee suggested streamlining approvals for related 
infrastructures through centralised networks or clusters (for example, through the 
Integrated Stroke Networks for radiology-related technologies). 

This connection between the adoption of AI technologies and broader efforts to 
implement change and digital transformation in healthcare settings confirms the 
importance of incorporating change management skills and enhancing digital 
literacy amongst the workforce. HEE is currently undergoing an extensive Digital 
Readiness programme to enable staff to identify their digital readiness and meet 
their training needs.

Interviewees for this research noted that the COVID-19 pandemic has assisted in 
changing attitudes towards developing new infrastructures and being open to 
changing the status quo in health and care settings. Many healthcare workers 
have been ‘forced’ to reconsider existing IT and IG infrastructures to address the 
growing backlog of required services, essentially embracing the importance and 
urgency of digital health and digital transformations.

The development and dissemination of AI-related resources and guidelines could 
also assist health and care settings to overcome potential challenges related to 
their IT and IG systems. Existing resources, like the NHS’s Interoperability Toolkit,67 
can provide a blueprint for AI-specific guidelines. Interviewees for this research 
spoke also of the need for standardised information on related terminologies 
(including on the efficiency, safety, and performance of different AI technologies) 
and common approaches to IT, IG, data security, and patient privacy.  

Sharing of knowledge and experiences relating to the challenges of implementing 
AI in healthcare settings (for example through creating communities of practice) 
could also be beneficial (as noted also in section 4.1). A few industry innovators 
have developed their own initiatives by providing ‘start-up packs’ to guide the 
technical deployment of their technologies within specific settings, and by 
coordinating peer support groups amongst their deployment sites.
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Key confidence insights

	 ›› �Establishing and agreeing on related IG and IT arrangements 
are instrumental to healthcare workers’ confidence in using 
AI technologies.

	 ›› �Ideally, the adoption of AI technologies should be integrated 
in broader digital transformation systems and should involve 
coordinated multi-disciplinary teams across clinical, technical, 
and administrative roles.

	 ›› �The development and dissemination of AI-related resources 
and guidelines can assist health and care settings to 
overcome potential challenges related to their IT and IG 
systems. 

4.3 Local validation

Confidence that AI technologies are having the right impact locally 

Section 3.2 provides a detailed discussion on the various evaluation and validation 
approaches for AI technologies, including local validation. 

Local validation of AI technologies may be needed to ensure that published data 
on the performance of AI technologies are reproducible in the local context. Such 
validations will vary depending on the technology and how the technology will 
be implemented, and may also involve distinct local settings or clusters: from 
individual practices to Integrated Care Systems. 

There are many unknowns and potential risks involved in ‘translating’ AI 
technologies from controlled development and validation settings to complex and 
highly individual real-world settings. These risks can relate to the ability of settings 
to understand the suitability and performance of the AI technologies locally 
(including in relation to local populations, practices, hardware, and data pipelines), 
to maintain the ongoing rigour of that performance, and to minimise any unfair 
impact on or harm to their patients. 

Interviewees for this research noted that being unable to assess whether an AI 
technology is suitable to their local settings and populations may contribute 
to unease and hesitancy to adopt AI technologies within workers. The ‘blind’ 
acceptance of validations conducted in different settings and populations is an 
additional risk. 
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However, interviewees were cautious as to whether each health setting can sustain 
the resources required for the local validation and ongoing maintenance of AI 
technologies, including the capacity of clinicians to participate in these processes. 
They noted that clinicians may hesitate to adopt any AI technologies that expand 
their workload unless mandated to do so. They may not welcome additional 
responsibilities for acting as ‘gatekeepers’ of AI, especially without sufficient 
specialist knowledge and training. Interviewees suggested that this responsibility 
could be undertaken by local specialists (for example clinical scientists) or 
centralised entities (as discussed in the second report). 

Interviewees suggested that conducting research related to AI (including in relation 
to evaluation and validation) is an excellent training opportunity for internal teams 
to identify risks and understand the benefits and value of AI technologies. 

However, they noted that these opportunities are typically only available to 
staff at larger healthcare centres. Creating opportunities for staff from smaller 
organisations to be seconded onto exemplar projects could be encouraged to 
support this model of training. 

Furthermore, hands-on experience under the guidance of expert peers could 
be encouraged alongside educational programmes and materials. Centres with 
expertise in these areas could disseminate their knowledge and support colleagues 
in organisations with less experience (as discussed also in sections 4.1 and 4.2). 

     

Key confidence insights

	 ›› �Health and care settings will need to understand the 
suitability and performance of AI technologies locally 
(including in relation to local populations, practices, hardware 
and data pipelines), maintain the ongoing rigour of that 
performance (post-market surveillance), and minimise any 
unfair impact or harm on their patients.

	 ›› �Providing universal opportunities for staff to engage with 
experts and AI-related research and validation projects could 
enhance their confidence in AI.
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4.4 Systems impact

Confidence that AI technologies are being integrated in clinical workflows 
and pathways in a safe, efficient, and ethical manner 

Interviewees for this research noted that confidence in AI technologies will depend 
on perceptions of their safe and efficient integration into clinical workflows and 
pathways. 

Other research has found that AI technologies need to work quickly, reliably 
and effectively to instil confidence in the healthcare workforce,9 and this was 
reemphasised by clinician interviewees for this research. They noted that front line 
healthcare workers are often frustrated by unreliable hardware and software that 
impact their ability to deliver good quality care. They perceived NHS healthcare 
software such as electronic health records (EHRs) to be difficult to use, requiring 
extensive training and support, and with limited capacity for customisation to meet 
user needs. 

Interviewees expected new technologies to improve on these legacy systems by 
being user-friendly, intuitive, and where possible, customisable. For example, the 
use of AI technologies should preferably not require logging into separate systems, 
and if appropriate, AI-derived information should be stored as part of the patient 
record, not separately. Ideally, AI technologies will streamline existing workflows, 
and reduce complexity by processing data automatically. Seamless integration will 
also enable robust working practices for the ongoing monitoring, evaluation and 
audit of AI technologies, making good practice easier to achieve and building 
system-level confidence.

Interviewees noted that health and care settings may need to review and revise 
their existing systems through new ways of thinking about clinical practices, 
patients, and their care. Expanding their capabilities to change and adapt, 
including in informatics and data collection will also be important. Broader efforts 
for digital transformation and change management can support such transitions as 
described in sections 4.1 and 4.2. 

Interviewees cautioned that AI technologies that entail higher clinical 
consequences relating to patient triage, diagnosis or care will require appropriate 
measures to secure patient safety, and to clarify steps for reporting adverse effects 
in case of system failure. These could include error reporting pathways, effective 
use of national reporting (for example through regulatory requirements), and 
fallback workflows for system failures or unsuitable user cases. Development of 
protocols to clarify related actions and ensure human oversight will be essential. 

Post-market surveillance of medical device technologies is currently managed 
through the MHRA’s Yellow Card system. The NHS AI Lab is currently supporting 
the re-design of this system using data-driven technologies to better identify and 
track trends with incidents of adverse performance.
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In addition to efficiency and safety, an ethical approach to AI is essential to 
achieving confidence in these technologies. Interviewees for this research 
highlighted that an ethical approach to implementing AI should include, at a 
minimum, the principles of fairness, transparency, and accountability, and aim to 
ensure equitable benefits across patient groups.  

Finally, the way in which AI is integrated into clinical workflows and pathways 
may impact clinical decisions. As explored in greater detail in Chapter 5, research 
suggests that clinicians who perceive themselves to be domain experts will typically 
view and use AI-derived information differently to non-specialists, especially in 
time-pressured decision making.68 This suggests that testing the real-world impact 
of implementing AI, including the timing and manner of data presentation may be 
necessary to allow clinicians to correctly assess and use AI-derived information. 

Key confidence insights

	 ›› �Healthcare workers will be more confident in AI technologies 
that are safely, efficiently, and ethically integrated in clinical 
workflows and pathways.

	 ›› �Ideally, AI technologies should streamline existing workflows 
and be seamlessly integrated to improve their adoption.

	 ›› �Clear pathways should be established for reporting safety 
events with AI technologies.

	 ›› �An ethical approach to AI will be essential to achieving 
confidence in AI. At a minimum, this should include the 
principles of fairness, transparency, and accountability, and 
aim to ensure equitable benefits across patient groups.  

	 ›› �The way in which AI is integrated into clinical workflows 
and pathways may impact clinical decisions and should be 
considered during its design process.
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Chapter 5: Clinical Use 
This chapter discusses the challenges of incorporating AI technologies 
into clinical reasoning and decision making (CRDM), and determining 
the appropriate level of confidence a clinician can place in AI-
derived information (the output provided by an AI model to a clinician) 
for a case-specific clinical decision.  

Many AI technologies used within health and care settings do not directly affect 
CRDM (for example technologies that support workflow optimisation and 
scheduling like appointment booking tools). This chapter is not relevant to these 
applications of AI, for which confidence is built through trustworthiness, based on 
the factors described in Chapters 3 and 4.  

In other parts of the report, the term AI ‘user’ encompasses clinical 
and non-clinical (for example, administrative) users of any AI product 
used in healthcare. In this chapter, a ‘user’ is specifically a clinician 
who uses AI technologies to assist with, enhance or perform CRDM 
that will directly affect patient care. This may include screening, 
health monitoring, diagnostics, prognostics, treatment stratification, 
design, optimisation, response monitoring or any other clinical aspect 
of a patients’ care pathway.
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The chapter provides an overview of key aspects of CRDM, addresses the factors 
affecting confidence in AI-derived information at the point of CRDM, and discusses 
the challenges of enabling clinicians to know when they have appropriate 
confidence in AI-derived information. 

As described in section 2.2, appropriate confidence in AI-derived 
information is also supported by confidence derived from the 
trustworthiness of AI technologies and their implementation, 
through the factors presented in Chapters 3 and 4.

5.1 Aspects of clinical reasoning and decision making (CRDM)

5.1.1 Assessing confidence in clinical information at the individual patient 
level

Clinicians interviewed for this research discussed the complexities of CRDM 
processes and the assessments of various types of information that are involved.   

They described conventional, human CRDM as a complex and nuanced 
process, where clinician experience, intuition, expertise, and biases interact, 
often subconsciously. Clinicians are experts in assessing the appropriate level of 
confidence to have in various forms of information feeding into CRDM, from 
patient histories to test results, imaging, and reports from professional colleagues.

For the clinician interviewees, effective CRDM requires them to make value 
judgments about the significance and trustworthiness of information derived 
from sources of either unknown reliability (for example, patient history) or 
reliability that has been demonstrated at a cohort or population level (for example, 
laboratory test results). They combine that information, which can be potentially 
contradictory, to make an optimal decision with each patient.

The individual nature of any clinical decision places the responsibility on the 
clinician to know how to weigh up, or indeed when to disregard, certain 
information. Clinicians can base their decisions on a complex synthesis of 
knowledge, professional experience, patient history, demographic factors, test 
results, imaging, expert opinion, patient preference and intuition.  

Through assimilation of all this information and given their expectations as to 
the most likely clinical scenario, clinicians make implicit or explicit probabilistic 
estimates, determine a course of action with the patient as appropriate, and act 
accordingly. Interviewees noted that clinicians learn these skills over an extended 
period through training and experience.

This context suggests that the CRDM process, while guided by best-practice, 
guidelines and published literature, can also be highly individual and contextual. 
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When faced with uncertainty, clinicians may access peer opinion, discuss 
conflicting views and seek the opinion of a multidisciplinary team if required. 
Some clinical decisions (for example, in emergency medicine) are made rapidly 
under time pressure, while others are made in a very considered way and without 
such urgency, potentially in consultation with other experts or considering recent 
academic literature.

Interviewees noted that these nuanced and experience-driven CRDM processes 
are susceptible to cognitive biases, which can be exacerbated by the unreliability 
of human intuitions about probability, and the perceived trustworthiness of the 
provided information. Confirmation bias and automation bias (as defined and 
discussed in section 3.3.1) are common challenges in existing CRDM situations, 
and it is important to consider these carefully when new and unfamiliar tools or 
information sources, such as AI decision-support tools, are introduced into CRDM. 

Interviewees concluded that AI technologies provide both risks and opportunities 
in this context: cognitive biases may either be reinforced, or mitigated, by the 
inclusion of AI-derived information in the CRDM process. This suggests the 
importance of clinicians understanding how their current decision making process 
could be influenced by the introduction of AI technologies, particularly in the 
case of conflict between their own intuition or opinion and the information or 
recommendation provided by an AI system.

5.1.2 Confidence during AI-assisted CRDM 

AI technologies that are used to support clinical reasoning and decision making 
can be referred to as AI-assisted CRDM or clinical decision support systems.

Incorporating AI-derived information into CRDM has enormous potential to 
improve consistency and quality of clinical decisions, increase efficiency, and 
benefit patients.69 In AI-assisted CRDM, the clinician retains ultimate responsibility 
for the decision made, so it has been suggested that clinical ‘reasoning support’, as 
opposed to ‘decision support’ is more appropriate terminology.70

As highlighted by this research’s interviewees, clinicians who use AI-derived 
information during CRDM will need to understand the nature and context of this 
information to assess whether it warrants low or high confidence. 

Interviewees suggested that awareness that most AI technologies involve statistical 
methods and probabilities to make predictions is a fundamental starting point for 
anyone using AI in CRDM. For example, AI models can be trained on existing data 
to predict the most likely diagnosis or the treatment strategy with the best chance 
of success. This approach relies on the assumption that the present case and 
situation are similar enough to those used to train the AI system. 

For this research’s interviewees, AI-derived information should be perceived as a 
prediction or estimate of the most likely diagnosis or optimal strategy and should 
be considered to have a degree of uncertainty associated with it, in the same way 
an external opinion might be assessed. 
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The individual reliability of AI-derived information will be a function of the data 
used to train the model, the training process itself, and the characteristics of the 
particular patient for which a prediction is being made. 

Interviewees observed that clinicians are used to these estimates of reliability for 
non-AI information sources. For example, clinicians are aware that laboratory 
results can on occasion be incorrect, and may be aware of their statistical 
performance at a population level. A known example involves the common 
prostate-specific antigen (PSA) test for prostate cancer. It has a 75 per cent false 
positive rate and a 15 per cent false negative rate.71,72 Clinicians are used to 
interpreting results such as PSA in clinical decision making and counselling patients 
about the potential unreliability of such tests.

AI-derived information is potentially different to test results or other quantitative 
measurements, where the likelihood of error remains largely constant across broad 
categories of patients, and are known to vary predictably based on factors like 
patient demographics. In the case of AI, the aspects of the data impacting the 
accuracy of the prediction may be more complex and often unknown,73 making 
it harder for clinicians to assess how confident they should be in a specific AI 
prediction (as discussed further in 5.2.3).

‘Brittleness’ (the tendency for performance to fall off rapidly at the boundaries 
of the AI algorithm’s scope)74 in the clinical use of AI is a particular challenge 
to determining appropriate levels of confidence during CRDM.75 It suggests 
that, when applying population-level evidence and performance metrics to AI 
predictions concerning individual patients, clinicians will need to be cautious and 
retain a critical eye for unexpected, contradictory or implausible predictions (as 
discussed also in Box 5 and Box 6). 

Further, failure cases for an AI’s performance may or may not be similar to those 
where human performance is low,68 making identification of these error cases 
particularly challenging. This is an additional reason for clinicians to retain a critical 
eye when dealing with AI-derived information for CRDM.

Therefore, even when confidence in an AI technology (as derived from the factors 
presented in Chapters 3 and 4) can be high, clinicians should still be encouraged 
to question predictions that appear to go against their clinical intuition or other 
evidence, remembering that appropriate confidence in that specific case may need 
to be low.76

It is important, however, to note that AI technologies can potentially find 
correlations in the data of an individual patient that human CRDM would 
not account for.77 In such cases, it is possible that an AI-derived prediction or 
recommendation that is contrary to a clinician’s intuition may be correct and 
should be considered seriously rather than dismissed out-of-hand.
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These considerations suggest that educating clinicians to retain a degree of 
scepticism in AI-derived information, while not losing confidence in the overall 
performance of the AI technology, is an important aspect of practising CRDM 
with AI technologies. If done well, AI-assisted CRDM has been shown to have the 
potential to outperform both human and automated approaches.78 

Key confidence insights

	 ›› �Clinical Reasoning and Decision Making (CRDM) is a complex, 
nuanced process, learned through lengthy education and 
professional experience. It relies on making value-judgements 
about information from a range of sources.

	 ›› �Appropriate confidence in AI-derived information should 
be assessed for each patient and each AI-assisted clinical 
decision. 

	 ›› �Clinicians who use AI-derived information during CRDM 
will need to understand the nature and context of this 
information to assess whether it warrants low or high 
confidence.

	 ›› �AI-derived information should be perceived as a prediction 
or estimate of the most likely diagnosis or optimal strategy 
and should be considered to have a degree of uncertainty 
associated with it, in the same way an external opinion might 
be assessed.

	 ›› �Clinicians need to understand how their current decision 
making process could be affected by AI-derived information 
and understand the importance of retaining a critical eye, to 
detect potential AI failure cases.

	 ›› ��Education and training will be key to developing appropriate 
levels of confidence during CRDM.

5.2 Factors affecting confidence in AI during CRDM

This section outlines factors that can affect a clinician’s confidence in AI during 
CRDM. These involve the complex and nuanced interactions between the clinician’s 
personal attitudes and experiences, the clinical context, and the implications of the 
various characteristics of AI models. 

5.2.1 Impact of individual attitudes and experiences 

Interviewees for this research noted that personal experiences and attitudes to 
innovation and AI technologies can strongly affect a clinician’s confidence in using 
AI technologies. 
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These factors correlate well with those identified in previous research concerning 
trust and AI technologies: 4,34,79

›› �General digital literacy. Digital literacy is a key enabler in the adoption of 
new technologies. Literacy can vary across age groups, professional groups 
and places of work, with younger professionals in larger centres more likely 
to have good digital literacy in general.5

›› �Familiarity with technology and computer systems in the 
workplace, and past experiences with AI or other innovations. 
Those more familiar with AI are generally more positive about its use in 
healthcare. However, a little familiarity can be dangerous, if it leads to an 
unquestioning preference for AI-derived information. 2,34,79 

›› �Personal attitudes towards technological innovations at work, 
including the perceived risks to an individual’s role through 
automation. Early computerised clinical tools have often performed 
poorly and generated more work for clinicians, leading to technology 
scepticism amongst some more experienced clinicians. Hesitance amongst 
healthcare workers may also be driven by media scepticism, reports of 
biased AI and data privacy concerns, as well as fears of losing their roles 
and responsibilities.79

›› ��In addition, several interviewees noted that ethical concerns around 
fairness and bias in the development and use of AI in healthcare can 
potentially affect confidence in these technologies.

Research has shown that clinicians are more likely to trust AI-derived information 
that does not relate to their area of expertise.80 Conversely, experts (specialists in 
their area of care) tend to be more sceptical, questioning AI-derived information 
more than generalists or more junior colleagues.68 

Some experts interviewed for this research suggested that they can perceive AI-
derived suggestions as ‘equivalent at best’ to their judgement, and potentially 
inferior in many situations. They may also have different perspectives of the 
impact of different decisions, compared to non-specialists. For example, they 
may view the importance of the AI-derived information differently when judging 
the performance of the AI technology based on clinically relevant endpoints 
(e.g. impact on treatment or outcome), rather than numerical accuracy of the AI 
prediction itself.

However, it is important to note that the performance of human experts measured 
in trials or evaluation settings is rarely maintained with consistency in routine 
practice, due to quantity of work, fatigue and external distractions.81 As AI 
technologies do not suffer these human limitations, they may offer a benefit even 
in situations where experts currently perform these tasks.
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Importantly, in many situations, not all clinical decisions are made by experts, and 
certainly not in the first instance. Supporting decision making in this context with 
AI-derived information could assist non-specialist clinicians in pressured scenarios 
and improve the quality and consistency of patient care. However, this may lead 
to non-specialists no longer having the opportunities to develop specialist skills, 
potentially resulting in de-skilling and a future skills shortage.

Interviewees for this research cautioned that non-specialist, or junior clinicians 
who need to make decisions on treatments and conditions that they have limited 
experience with, may tend to willingly accept and favour the support provided 
by an AI technology. This leads to the potential for uncritical adoption of AI 
predictions and resulting bias, a finding in agreement with previously published 
research.82  

These variations in clinician experience and attitudes suggest several challenges: 

›› ��experts may be sceptical of the benefits of AI to their work, leading to 
missed opportunities to improve consistency and quality in CRDM.

›› ���less experienced clinicians are potentially susceptible to inappropriate high 
levels of confidence in AI-derived information and may require education 
to be able to critically appraise this information.

›› ��non-expert groups may come to rely on technologies that minimise the 
stress and complexity of their decision making, in place of developing 
their skills and ongoing learning, which will lead to de-skilling parts of the 
workforce.83

5.2.2 Impact of clinical context

The clinical context in which AI is used can influence confidence in the 
technologies and in the derived information, including in relation to the levels of 
clinical risk and human involvement.

Level of clinical risk 

The level of involved clinical risk can influence confidence in AI technologies. 
Interviewees for this research predicted that healthcare workers will be more 
confident in using AI technologies that have lower clinical consequences, such as 
tools that prioritise certain cases for urgent review, but do not alter the clinical 
input that any patient ultimately receives. This is consistent with other research 
demonstrating that clinicians were more positive about using AI for administrative 
tasks rather than clinical tasks.84

This propensity suggests that AI technologies with a higher risk of clinical 
consequences may be adopted more cautiously, and that healthcare workers 
may expect a higher threshold for evidence of the safety and efficacy of these 
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technologies. Interviewees cautioned that, in such high-risk instances, it is 
important to take a holistic view of the clinical situation and consider an AI 
prediction as one contributor amongst many to clinical decision making.

Level of clinician oversight 

Feedback from healthcare workers and the public in other research suggest that 
AI-assisted CRDM technologies are more acceptable than technologies that act 
autonomously (referred to as autonomous AI), without human involvement in 
each decision. Tools that perform triage and result in patients not receiving review 
by a human clinician are examples of autonomous AI and should therefore be 
considered as ‘high-risk’.

These views are associated with a preference for a ‘human touch’ in the provision 
of healthcare services, both in relation to decision making and communication 
with patients.85,86 

The preference for AI-assisted CRDM rather than autonomous AI may have 
contributed, along with commercial considerations, to a trend observed through 
the interviews conducted for this research: that industry innovators are following 
a ’human oversight’ approach when developing AI technologies. For example, 
AI technologies used for screening tasks are designed to be deployed alongside 
human graders rather than to replace human graders. 

The reluctance to develop and deploy fully autonomous AI may also be due 
in part to the limited available evidence supporting their clinical efficacy. 
Unresolved governance issues including regulation and liability for autonomous 
AI technologies may add to this uncertainty, making organisations and individuals 
understandably more risk-averse in this context. These external factors are further 
discussed in sections 3.1 and 3.4.  

5.2.3 Impact of AI model design  

Interviewees for this research described various characteristics of AI models that 
can influence confidence. These are described in detail in this section.

Interviewees noted that most healthcare workers do not have sufficient knowledge 
and understanding to ask meaningful questions about the features presented 
in this section. This suggests that part of the educational challenge around AI 
for CRDM is to equip clinicians to ask these questions, and to understand the 
significance of the answers across various clinical scenarios.

The nature and presentation of AI-derived information for CRDM

There are certain characteristics of AI-derived information that can make an 
assessment of appropriate confidence during CRDM challenging.

All AI systems use probabilistic methods to make predictions, regardless of 
whether they present that prediction categorically (for example, diagnosis A vs. 
diagnosis B) or as a probability (for example, by providing the predicted probability 
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of a particular diagnosis). While some conventional types of clinical information 
are also understood using probability (for example, a test result that has an 
associated sensitivity and specificity), AI technologies involve more complex and 
subtle statistical analyses that are harder to interpret and communicate effectively 
(described as the ‘black box’ problem of AI). This can lead to a reduced ability to 
understand the implications of a probabilistic output, and complicate determining 
the appropriate confidence in the information.87

AI technologies can be designed to include certain features with the potential to 
demystify and provide some degree of confidence as to how reliably they make 
predictions. These include features like uncertainty quantification, outlier detection 
and clarifying input data, as described in Box 5.

Interviewees noted that the way AI-derived information is presented can influence 
a clinician’s confidence in that information. This suggests, as also supported by 
literature,88,89,90 that careful user interface design, and the way in which AI-derived 
information is presented, can support assessment of appropriate confidence during 
CRDM.

AI-assisted CRDM can present a categorically different type of information to other 
forms of input, such as a numerical test result or patient history. 

An AI technology may present to the clinician a ‘risk score’, suggested diagnosis 
or course of action, which can be perceived as synthesised information, similar to 
an opinion or the end result of the CRDM process rather than a conventional piece 
of factual input information. A clinician can associate a test result with a diagnosis 
or risk level, weighing other patient factors in the process, whereas the AI-derived 
information may already incorporate some or all this information. This can make 
assessing confidence in the AI-derived information more challenging, unless it 
is very clear what information has been considered by the algorithm, and what 
relative weighting it has been given.91 

	� Example: A prostate cancer risk stratification AI, based on patient 
demographics and imaging, predicts a high risk that contradicts the clinician’s 
intuition. The patient is on an unusual medication that may affect the 
appearance of their prostate on imaging. The clinician, therefore, has reason 
to question the AI in this case and rightly has lower confidence in the AI risk 
score. They should default to making their own assessment of the imaging 
and associated patient factors.

Compared to those providing only categorical predictions, AI technologies that 
provide uncertainty quantifications can support confidence assessment for CRDM 
by giving users a sense of the algorithms’ internal certainty level. For example, if an 
algorithm is 80 per cent certain, then it should produce the correct prediction 80 
per cent of the time. This is known as the probabilities being ‘well-calibrated’. 
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Box 5. Features that can improve confidence in how AI 
algorithms make predictions

Uncertainty quantification

AI technologies may quantify indicators for uncertainty in their 
predictions. This can be shown in various ways, including confidence 
statements, scales, scores or even raw probabilities. These different 
ways of presenting uncertainty quantification can influence how 
users perceive and act on that information. 

	� Clinical example: An AI product is designed to diagnose 
pneumonia on a chest X-Ray. When it provides the report, it 
states how confident it is that there is pneumonia on the X-ray. 
The user may see the following output- ‘diagnosis: pneumonia- 
high probability, whereas another could receive the following 
output- ‘diagnosis: pneumonia- low probability’.

The value of showing uncertainty quantification and the form in 
which it is displayed will vary depending on the task and the clinical 
setting. More research is needed to investigate how displaying 
uncertainty quantification can impact clinical decision making, and 
product-specific guidance may be required to assist clinicians to 
interpret this information.

Data integrity

It is possible for an AI to be incorrect but present high certainty in 
this incorrect output. This is likely to occur if the input data is further 
from the centre of the distribution of the training data, a situation 
known as ‘algorithmic brittle. Cases that are towards the limits 
of the distribution, known as edge cases, may occur because of 
continuously variable patient factors (for example, age, size, height 
or weight).  

Cases that are extremely dissimilar (several standard deviations) from 
the training distribution are known as outliers and are at high risk 
of erroneous predictions. Technical factors (for example, different 
radiology equipment used to take images, image brightness, 
resolution etc), or categorical patient features (gender, ethnicity, 
surgery, co-morbidity) can commonly cause outliers. In the extreme 
case, this type of data could be considered invalid input for the 
algorithm.

Outlier detection can mitigate against these situations, by estimating 
the similarity of the clinical case to the training data distribution and 
alerting the user to dissimilar cases. AI technologies can be designed 
to include outlier detection, increasing user confidence by ensuring 
that the AI technology will be able to highlight cases that may 
require additional clinical review and consideration.
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Box 5. (cont.)

	�� Clinical example: An AI product has been designed to detect 
lung tumours in chest X-rays. A patient with a lobectomy is 
imaged. No lobectomy X-rays were included in the training 
data. The product identifies this image as unusual compared 
to its training data, and alerts the user that it should be 
considered less reliable than normal for this case.

Scope of input data

Knowledge of the input data and the factors being considered by the 
AI’s computational methods can enhance user confidence. Without 
this information, workers may be uncertain about the value of AI-
derived information for particular patients.

	� Clinical example: An AI product is designed to predict the 
risk of skin cancer based on images of skin lesions. A primary 
care physician tests a lesion on a patient who has significant 
risk factors for skin cancer. The AI returns a ‘benign’ output. 
The confidence of the clinician trusting this output may 
be influenced by knowing what factors the AI has used to 
make the decision. For example, if the clinician doesn’t know 
whether the AI has taken the patient’s risk factors into account, 
they may be more likely to ignore the AI output and refer this 
lesion for review by secondary care; however, if they know the 
AI has considered these, they may be more likely to reassure 
the patient about the ‘benign’ output.

However, inaccurate calibration (for example, an algorithm estimating 80 per cent 
certainty, but when tested found to produce the correct prediction only 70 per 
cent of the time) has been shown to be common in AI, particularly with deep-
neural networks.92 This is likely to lead to inappropriate levels of confidence, due 
to an impression that the probabilities will accurately indicate uncertainty for each 
case, when they may not. Therefore, before uncertainty quantification is used to 
support the assessment of appropriate confidence for AI-assisted CRDM, good 
calibration of these probabilities should be demonstrated in a validation cohort.

The impact of miscalibration in AI models has been shown to be exacerbated 
when non-expert users were involved in shared decision making, as the humans 
were unable to bring in enough unique knowledge to identify and correct the AI’s 
errors.93

Conversely, presenting AI predictions only categorically (for example, without 
uncertainty quantification) may lead to inappropriate assessments of this 
information. Interviewees were divided on whether categorical predictions were 
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more likely to cause inappropriately high confidence (in the case of the predictions 
being taken at face value) or inappropriately low confidence (due to a perceived 
lack of nuance). They hypothesised that individual attitudes towards AI may 
influence how categorical predictions may be perceived and suggested that 
decisions around uncertainty quantification and clarity of information must be 
balanced to suit the use case. Some interviewees noted that they would always 
value additional contextual information, whereas others preferred a decisive, 
categorical recommendation over a probability, preferring the AI to simply refuse 
to offer an opinion at all, if internal uncertainty was too high. It was suggested 
that clinicians under time pressure, and especially when at the boundaries of their 
expertise, may prefer a ‘decisive’ presentation of information. 

Interviewees concluded that the ideal approach to presenting AI-derived 
information depends on the clinical context, and should be considered carefully 
by algorithm and software designers, as well as implementors in health and care 
settings. Users should also be involved in the AI’s evaluation and implementation 
processes to determine the best approach for the presentation of the AI-derived 
information. Additional research is needed to fully understand and optimise the 
nature and timing of presentation of AI-derived information for CRDM across the 
range of relevant clinical settings and scenarios.

Further, interviewees suggested that AI-derived information may best be 
considered as if provided by an external specialist (for example a radiologist or 
pathologist), who will also typically have access to some but not all of the relevant 
clinical information and will have a different locus of expertise to the clinician 
themselves. In conventional CRDM processes, clinicians understand when they 
have additional information that influences the diagnosis or treatment choice, 
above that which the reporting specialist had access to. This same approach could 
be followed to assess the appropriate level of confidence in AI-derived information.

Explainability

Research suggests that transparency in how AI computes and delivers an output, 
and the possibility of proving a ‘human-like explanation’ for the prediction 
(referred to as explainability) encourages higher levels of confidence in the 
technology.94 This conclusion was supported by interviewees who highlighted a 
desire for explainability when designing and procuring AI technologies. 

Some AI systems may be able to explicitly describe the importance being given 
to inputs or features of the data, enabling a direct explanation of their relative 
importance. However, many AI technologies, particularly those that use deep-
learning, can be described as ‘black box’ as their algorithms do not inherently 
explain their ‘reasoning’. It has been argued that current machine-learning 
methods do not ‘reason’ like humans,95 but rather identify patterns in data and 
correlate them with previous human decisions or outcome labels, ‘learning’ the 
best predictive model for a human decision, but without the ’reasoning’ element. 
In machine learning, there is no guarantee that the features identified by the AI 
are the same ones the humans use in their reasoning processes, or that features 
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that are shared with human observers are selected for the same reasons. There is 
a possibility that the AI may rely on features that are not appropriate to the task 
(such as laterality markers, or equipment characteristics in medical images),96 or 
detect features that are of completely unknown relevance to clinicians.

Explainable AI (XAI) involves approaches that attempt to ‘shine light’ into an AI 
‘black-box’. XAI has been heralded as providing an intuitive picture of the features 
of the data and ‘reasoning’ that drive AI predictions, similar to asking a clinician 
what reason they have for a particular decision.97  

However, emerging evidence97-100 suggests that current XAI approaches to deep-
learning models can be misleading for assessing individual predictions. The 
’explanations’ provided can bear little relevance to finding out if the individual 
prediction was made for solid reasons.   

XAI methods can only highlight salient parts of the input data and do not give 
clarity on the clinical relevance of the features to the individual prediction, or 
the ways in which they have been combined. XAI may therefore not correlate 
well with clinicians’ views of what an ‘explanation’ should be.98 There is some 
recent evidence99 that XAI techniques for image classification can actually be 
independent of the trained variables in the AI model (what the model has learned) 
and the data-label relationship (what the model tries to predict), instead merely 
highlighting ‘interesting’ parts of an image, such as edges and texturally rich areas 
which contain the most information.  

Further, research has found that labelling a product as XAI may make its 
predictions appear inappropriately trustworthy.100 XAI can potentially provide 
confidence that an algorithm is generally looking at the clinically relevant parts of 
an image (for example, lung boundaries for pneumothorax detection). However, 
XAI is not useful at an individual case level to determine the reliability of an AI 
prediction. 100,101

	 �Example: A chest X-ray diagnostic algorithm for pneumothorax with Grad-
CAM XAI provides associated saliency maps, which highlight certain areas of 
the lung that are ‘important’ to the prediction. However, the same regions 
are identified for most patients, irrespective of whether pneumothorax is 
present or where it is located in the image. The saliency map is identifying 
the image regions that are important at a model level, but not for the 
individual patient in question.

Some progress has been made102 in creating AI for chest X-ray screening that can 
provide ‘human-like’ explanations. The aspects of an image that contribute to a 
prediction of malignancy are highlighted and described in terms of their similarity 
to previous known-malignant examples. This process mimics how a human 
observer might explain their reasoning. This approach fundamentally differs from 
the common approach of adding post hoc explainability to a deep-learning AI 
model through saliency maps. The approach required a complete re-imagining and 
re-engineering of the AI architecture and training, to ensure it inherently makes 
predictions using ‘human-like reasoning’.
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Some interviewees for this research were more likely to be sceptical of a ‘black-
box’ AI than an XAI system. However, given the concerns around the suitability of 
XAI for individual case-level analysis, it may be inappropriate to consider XAI as a 
panacea for clinical confidence assessment at the individual prediction level. For 
individual predictions, it may be safer to assume that no ‘explanation’ is possible, 
and the system is treated as a ‘black-box’. This approach would mitigate the risk of 
inappropriate high level of confidence resulting from the ‘veneer of explainability’ 
provided by current XAI methods.100 

Bias in AI models

Interviewees for this research were particularly concerned about the potential for 
bias in AI technologies, and how bias affects confidence in the performance of 
these technologies for different patients. 

AI technologies are trained on data that reflect human decisions, which leads to 
the possibility of reinforcing or perpetuating biased, unfair or unethical tendencies 
amongst human operators.103 For example, AI systems that aim to triage 
patients or prioritise referrals, based on historical human decisions need to be 
carefully designed and validated to mitigate biases involving underlying access or 
communication challenges in certain patient demographics or cohorts. 

Bias in AI algorithms has various sources,104 from bias in the demographic profile of 
the training data set, to the quality of the labelled data, the technical design of the 
model, and the team designing the algorithm.105 Box 6 provides some examples of 
these types of bias in AI models. 

Potential biases in AI models and their implications for patient safety and fairness 
are a key reason that external validation is critical to building confidence and 
safety in AI for healthcare (as discussed in section 3.2). The concept of bias 
towards or against certain sub-populations in the clinical environment is closely 
related to the ‘generalisability’ of an algorithm,73 but it is important to dig deeper 
than the whole-cohort evaluation to determine whether certain groups may be 
disadvantaged or experience lower algorithm performance.

Creating well balanced, labelled data sets of sufficient size and quality can be 
extremely difficult (due to data unavailability) in healthcare, and the potential 
to embed bias into AI models is therefore high. For example, data collection 
can be imbalanced by the inclusion of rare diseases that are overrepresented in 
retrospective data sets. 
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Box 6. Examples of AI biases

Data bias

Data bias is the root of much algorithmic bias in AI and can take 
several related forms.106 The most obvious is a simple imbalance of 
populations, or absence of a particular demographic, in a data set, 
leading to a lower performance for the minority group. However, the 
problems may be more subtle and complex.  

In an example107 of racial bias in a widely used risk-scoring algorithm, 
Black patients assigned the same level of risk by the algorithm were 
found to be sicker than White patients, reducing the number of Black 
patients identified for extra care by more than half. Bias occurred 
because the algorithm used health costs as a proxy for health needs. 
As less money is spent on Black patients who have the same level of 
need, due to health inequalities, the algorithm thus falsely concluded 
that Black patients are healthier than equally sick White patients and 
require less care. This is an example of poor AI design reinforcing and 
concretising health inequalities that are pre-existing in the current 
system.

A recent study108 examined the performance of a convolutional neural 
network classifier for skin lesion identification in a sub-Saharan African 
population. The researchers found overall very poor performance 
(accuracy of 17%) and determined this to be data bias driven in two 
ways. Firstly, the number of dark skin type images included in training 
was low and secondly the disease burden in the African population 
was significantly different to the western Caucasian population 
used in model development. Hence, many conditions present in that 
location were underrepresented or absent from the model. 

Racial inequality is not the only risk deriving from data bias. Care must 
be taken around inequalities related to gender, age, (dis)ability, socio-
economics, faith, geography, and any other demographic factors that 
could potentially disadvantage certain patients.

Some data sets used for healthcare AI model development may 
be completely inappropriate, due to confounding factors and 
lack of appropriate data collections methods, leading to serious 
generalisability concerns. A recent meta-analysis of COVID-19 CXR 
detection algorithms109 determined that many had been trained on 
publicly available ‘Frankenstein data sets’ where the positives were 
all from one healthcare site and the negatives from another. Most 
algorithms were found to be learning to identify positive cases based 
on non-clinical ’shortcuts’ (e.g. style of laterality marker or site-specific 
scanner characteristics) rather than clinical signs of COVID pneumonia, 
leading to an almost complete lack of clinical usability, when taken 
outside the development data set. This situation can hardly be 
described as ‘bias’, but less severe examples could easily lead to 
uneven performance across sub-populations and hence strong biases.
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Box 6. (cont.)

A more subtle, but related form of data bias is in the application of 
well-validated AI technologies to a clinical situation that lies towards 
the edge of the algorithm’s experience. In such a case, the input data 
(patient cohort) is more likely to contain cases that are ‘outliers’ to the 
algorithm. This can lead to a dramatic fall in the performance of the AI 
technology, even following extensive external and local validation.110 
In this context, a generally trustworthy AI algorithm may exhibit 
‘brittleness’, by making untrustworthy predictions in some specific 
cases (the subset of patients who lie towards the edge or outside the 
training data distribution). This is a challenge that requires approaches 
such as outlier detection from the product point of view, as well as 
clinical vigilance from a user perspective (as discussed also in Box 5).

Team bias

The makeup of AI development teams can impact issues of fairness 
and bias in AI. The lack of gender and ethnic diversity in AI teams can 
contribute to perpetuating unconscious biases in research design and 
outcomes.105 This suggests that, ideally, teams should be diverse in 
their make-up and skillsets. 

Other studies have recommended diversity and bias education for AI 
developers and embedding ethicists within AI development teams 
from the design phase onwards.111

Bias against user groups

Bias may occur in ways that affect the users of AI tools (healthcare 
workers) rather than patients directly. For example, speech recognition 
algorithms have been shown to be biased on gender112 and race,113 
leading to reduced accuracy. In a healthcare setting, this increased 
the risk of error and hence has the potential to cause disadvantage or 
harm for patients based not on their own protected characteristics, 
but those of their clinician.

Reinforcement of outmoded practice 

This bias can occur due to shifts in the landscape of evidence-based 
best practice. It is specific to recommendation engines (data filtering 
tools that suggest treatment strategies or care choices). Leveraging 
retrospective data for AI model training is attractive for practical and 
economic reasons, but treatment pathways and decisions which 
were made historically may no longer represent best practice. In this 
case, models may learn to recommend the out-of-date practice, and 
even up-to-date algorithms will not adapt to future changes in best 
practice. Model retraining and continuous evaluation against up-to-
date standards is the only effective mitigation for this type of risk, but 
could be hampered by the lack of available, relevant data in the wake 
of a change in practice.114
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The NHS AI Lab and the Health Foundation are currently supporting several 
projects to address these issues.115 The projects aim to identify and explore 
opportunities for using AI to mitigate or overcome existing healthcare inequalities, 
as well as address the data and model bias issues discussed in Box 3. Specifically, 
the STANdards for Data INclusivity and Generalisability (STANDING together) 
project aims to address these challenges in part by developing standards for data 
sets that AI systems use to ensure these systems are diverse, inclusive and work 
across all demographic groups.43

Interviewees for this research noted that, although bias in AI models is a significant 
concern, there is no universally accepted method for evaluating healthcare AI 
products for bias. Established protocols for investigating and mitigating bias during 
product evaluation and for reporting the potential for bias during deployment may 
assist with this.  

A recent review116 highlights the availability of AI-specific extensions to clinical 
trial reporting guidelines. These AI-specific guidelines (some listed in Box 6) 
are essential for the systematic assessment of the risk of bias in AI algorithms. 
Although they are not a measure of bias, they can estimate the risk of undetected 
bias, given a model and study design. Studies that score high against these 
guidelines could be considered the gold standard for evidence in healthcare AI 
research and evaluation.117 

Looking beyond bias in AI technologies, human cognitive biases relating to clinical 
reasoning and decision making are also a challenge, as discussed in detail in 
section 5.3. 

Key confidence insights

	 ›› ��Personal experiences and attitudes to innovation and AI 
technologies can significantly impact a clinician’s confidence 
in using AI technologies. 

	 ›› �Clinicians are more likely to trust AI-derived information that 
does not relate to their area of expertise. This suggests that 
less experienced clinicians are susceptible to inappropriately 
high levels of confidence in AI-derived information developed 
to support their decision making and may require education 
to critically appraise these technologies.

	 ›› �Conversely, experts (specialists in their area of care) tend 
to be more sceptical and question AI-derived information 
despite AI technologies having the potential to enhance their 
decision making performance in some situations. 

	 ›› �The levels of clinical risk and human involvement associated 
with specific AI-assisted CRDM scenarios can influence 
confidence assessment for these technologies.
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Key confidence insights (cont.)

	 ›› �Clinicians need to be equipped to assess appropriate levels 
of confidence for each piece of AI-derived information. This 
assessment should be conducted per patient and with the 
necessary understanding of the strengths and limitations of 
the AI technologies involved.

	 ›› �Assessing appropriate levels of confidence in AI-derived 
information requires an understanding of the information 
that has been considered by the algorithm, and ideally 
what relative weighting it has been given. However, the 
technical features of ‘black-box’ AI technologies can limit 
such understanding. Further, AI-derived information for 
CRDM can be qualitatively different to conventional clinical 
information, both in complexity and the degree of synthesis 
in the predictions.

	 ›› �More research is needed to investigate how certain AI 
features influence confidence. For example, research is 
needed to investigate how uncertainty quantification can 
impact clinical decision making.

	 ›› �Explainable AI approaches (XAI) do not currently offer a 
panacea for assessing confidence in individual AI predictions, 
and may provide false reassurance to clinicians during CRDM.

	 ›› �The potential for bias in AI technologies is a major cause of 
concern and can affect confidence in these technologies. 
Established protocols for investigating and mitigating bias 
during product evaluation and for reporting the potential for 
bias during deployment may be needed.

5.3 Cognitive biases and appropriate confidence in AI-assisted 
CRDM

Interactions between humans and systems can be complex as they involve aspects 
of human psychology. 

These complexities are key to understanding confidence in AI-assisted CRDM, 
particularly in the context of cognitive biases that can occur when humans use 
shortcuts to make rapid value judgements. These mental shortcuts are necessary to 
assimilate and evaluate complex information quickly, as described in 5.1.1. 

Interviewees for this research cautioned that, for a new type of information like 
an AI prediction, mental shortcuts may be inaccurate, and lead to biased value 
judgments and inappropriate levels of confidence in the information. They stressed 
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that clinicians will need to identify and mitigate these biases during AI-assisted 
CRDM, as failure to do so may lead to unnecessary clinical risk. This will depend 
on a fundamental understanding of cognitive biases and how they apply to CRDM 
(both with and without AI), which is perceived as a gap in current clinical training 
and education.

This section describes some of the most common cognitive biases clinicians are 
susceptible to when using AI-derived information for CRDM. It then discusses how 
clinical settings, choices in workflow integration and how AI presents information 
can influence how these biases can adversely affect AI-assisted CRDM.

5.3.1 Cognitive biases affecting AI-assisted CRDM

Several cognitive biases are relevant to AI-assisted CRDM, although this list is not 
exhaustive: 

›› �Automation bias – the tendency to accept the AI recommendation 
uncritically, potentially due to time pressure, or under-confidence in the 
clinical task (for example, in non-specialists). A clinician may tend not 
to critically appraise AI-derived information in the context of the other 
available evidence, or without consideration of patient-specific factors 
affecting the model suitability for this case.

›› �Aversion bias – the tendency to be sceptical of AI, despite strong 
evidence that its performance at evaluation was good. An experienced 
clinician may prefer to rely on tried and tested methods, leading to a 
tendency to dismiss AI predictions as unnecessary for CRDM, regardless of 
whether these align or misalign with their clinical judgement.

›› �Alert fatigue – ignoring alerts provided by an AI system due to history or 
perception of too many incorrect cases (for example, false positives). This 
can often be the result of an over-conservatively calibrated AI algorithm, or 
the users’ aversion bias, and occurs often in high volume decision making 
settings (for example, A&E). Ultimately, the pressure on the downstream 
resources can overwhelm staff and reduce safety for other patients, making 
alert-fatigue responses to the AI technology more likely.

›› �Confirmation bias – accepting AI-derived information uncritically when 
it agrees with the clinician’s intuition, potentially ignoring the evidence 
suggesting that relying on AI for the specific case should be low. If the AI 
is operating outside its locus of confidence, this can provide inappropriate 
reassurance about a decision.

›› �Rejection bias – rejecting AI recommendations without due consideration 
when they contradict clinical intuition, and potentially missing the 
opportunity to critically evaluate whether the AI could have detected 
something the clinician has not considered.
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As noted, interviewees for this research stressed the importance of enabling 
clinicians to recognise their inherent biases, and to understand how these affect 
their use of AI-derived information in CRDM, as a key focus of related training and 
education. 

The optimal outcome would be for clinicians to maintain a balanced attitude 
between enthusiasm for, and healthy scepticism of, AI technologies. Interviewees 
concluded that the ‘critical eye’ of an experienced clinician is a vital tool in 
maintaining patient safety when considering AI-derived information, but it must 
not become so critical that the value of digital transformation through AI is lost.

5.3.2 Clinical settings and cognitive biases

Feedback from the interviews conducted for this research and analysis of related 
literature suggest that the impact of the biases described in section 5.3.1 will 
depend on the clinical setting and use case. 

The nature and extent of the task that AI is assigned within a decision making 
process affect the level of clinical risk associated with that decision (as discussed 
also in section 5.2.2). This perceived level of risk can affect a clinician’s 
predisposition towards cognitive biases.118

As described by interviewees for this research, most AI technologies implemented 
in their settings are limited to decision-support tasks that have low direct clinical 
risks and maintain human involvement. For example, tools that ‘flag’ likely serious 
cases for prioritised radiology reporting still maintain that all images will be read by 
a human expert. 

Nevertheless, interviewees cautioned that the risk of AI adversely influencing 
human decision making should not be ignored, even in inherently low-risk 
scenarios. It is possible that human operators come to rely on the lack of an ‘AI 
flag’ to indicate low risk, potentially becoming biased towards missing diagnoses 
when AI flags are absent, particularly when they are under pressure.

Further, in the potential implementation of AI into higher risk CRDM settings, great 
care will be needed to ensure that the AI is implemented in a way that minimises 
the risk of cognitive bias for users. This includes users being aware of how aspects 
of the AI’s implementation can impact their decision making.

Requirements for validating AI, as discussed in section 3.2, can mitigate some 
of this risk. For example, the external validation requirements of the NHS 
Breast Screening Programme33 can provide a high level of confidence in AI in 
inherently high risk, but tightly controlled settings (such as an AI second reader 
for mammography screening). Existing human reader workflows are designed to 
mitigate cognitive biases through independent readers operating in isolation, with 
defined processes for arbitration. AI-enabled workflows following these same 
approaches will inherently be more robust to cognitive biases. In such an approach, 
human readers will be less affected by cognitive biases if they are operating or 
reaching their own conclusions independently of the AI.119
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In less formal or more high-pressure situations such as A&E triage, there tends to 
be stronger polarisation in inherent clinician attitudes to AI (see section 5.2.1),120 
with a higher likelihood that clinicians are strongly in favour or strongly averse 
to its use. This may be due in part to the rapid nature of the CRDM process in 
these situations, and the limited opportunity to extensively critique AI-derived 
information. 

Furthermore, as conventional CRDM relies heavily on cognitive shortcuts to 
assimilate complex information quickly, the introduction of AI into this type of 
CRDM process is more susceptible to the cognitive biases described earlier. 

Interviewees for this research supported this view, perceiving that it would be 
easy to have inappropriately high confidence in AI technologies that provide 
an immediate output. However, some workers may have inappropriately low 
confidence in AI predictions, if they feel they don’t understand the technology 
or aren’t convinced by the robustness or generalisability of the evaluation data. 
In general, interviewees felt that changing these inherent attitudes will be 
challenging, except in cases of underperformance and clinical incidents. 

5.3.3 AI workflow integration and cognitive biases

Feedback from the interviews conducted for this research and analysis of related 
literature suggest that the design of the workflow and timing of introduction of 
AI-derived information are key to mitigating cognitive biases.

Automation bias is more likely when the AI-derived information is presented early 
in the CRDM pathway, as users may cease searching for potentially contradictory 
evidence if the prediction appears superficially reasonable.114

Without careful workflow design, there is a notable risk that once an AI 
technology is implemented, evaluated and in successful routine use, users 
become increasingly uncritical of the AI outputs, resulting in a higher potential 
for automation bias and clinical error.68,89 This is a known phenomenon with 
any technology embedded in practice, particularly if failure cases are rare, or 
unreported. As discussed in section 5.2.1, less experienced clinicians (for the task 
in question) will generally be more reliant on AI predictions, making them more 
susceptible to automation bias than experts, who are more likely to retain a degree 
of scepticism and be willing to critique the algorithm.121

One approach to mitigate automation bias, suggested by interviewees for this 
research, involves delaying the availability of AI-derived information until an initial 
human opinion has been formed (and recorded). The user would then be required 
to record whether they have amended their decision or not, in the light of the AI 
prediction. This has been described in the literature as the ‘integrative-AI’ approach 
to clinical decision making.122
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In cases where the AI contradicts the initial decision, the clinician is immediately 
aware of the conflict, whereas with a conventional AI-first approach their own 
opinion may never have been fully formed. This approach requires a clinician 
to justify their response to the AI prediction considering their original decision, 
mitigating the risks of automation and aversion biases.

While suggesting this approach, interviewees recognised that the recording of 
the initial and final decisions should be as automated and seamless as possible. It 
should not be overly burdensome to the clinician, who should be focused on the 
clinical decision, not the record keeping.123 The degree of detail required would be 
strongly dependent on the clinical scenario.

Research suggests that alert fatigue103 can be mitigated by careful calibration of 
algorithms,124 and should be a consideration in the ongoing monitoring of AI-
assisted CRDM. The way in which alerts are presented and acknowledged is a 
key factor in user-interface design for AI systems and can mitigate alert fatigue if 
done carefully. Designing CRDM systems with prompts and incentives that aim to 
overcome alert fatigue may be beneficial in these situations.125 

Confirmation bias becomes a clinical risk when an erroneous human opinion is 
confirmed by AI, allowing one error to compound another. This has been shown 
to be more likely when AI-derived information is presented alongside conventional 
information, allowing the clinician to confirm aspects of the situation and ignore 
other contradictory factors, which may be critical.122 Hence, confirmation bias 
can be mitigated by presenting the AI prediction later in the pathway, to ensure 
a thorough human assessment has been performed beforehand, lending further 
support to the case for integrative-AI workflows.122

Rejection bias is more difficult to mitigate through workflow design, as presenting 
AI information late in the pathway can increase the likelihood of rejecting it 
inappropriately.126

In order to make AI-assisted CRDM robust against cognitive biases and especially 
in inherently higher-risk scenarios, interviewees for this research suggested using 
a decision record system to record and retain the initial clinician assessment, AI 
prediction and clinician’s final decision. This approach is already used in specialties 
such as radiology, where an initial report is often made and verified by an on-call 
radiologist in a time-critical scenario, and then a specialist consultant may review 
and add an addendum, with the initial report retained for reference. 

Interviewees noted that a similar approach with AI-assisted CRDM would provide 
transparency and encourage careful critical assessment of AI-derived information. 
The full, recorded, decision process would be available for further review, 
arbitration by an external specialist and, ultimately, any internal investigations or 
legal process that may occur in case of a clinically significant error. This approach 
also affords the possibility of continuous feedback, learning and improvement, 
both for internal teams and AI developers. When clinical incidents do occur and 
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cause potential or actual patient harm, it has been suggested that cognitive bias 
assessment should be integrated into the root-cause analysis and reporting for 
incidents involving AI-assisted CRDM.9

The need to record whether a human decision has remained unchanged in the 
light of contradictory AI information should encourage clinicians to carefully 
consider their reasons for acceptance or rejection of the AI output and should help 
to mitigate the risk of the cognitive biases described above.

Finally, this approach would assist in communicating with patients as to how AI 
has been involved in their care and how the process leading to a clinical decision 
has happened. 

Key confidence insights

	 ›› �There are five key cognitive biases that relate to AI-assisted 
CRDM: Automation bias, aversion bias, alert fatigue, 
confirmation bias and rejection bias.  

	 ›› �These biases influence how clinicians assess AI-derived 
information and the level of confidence that they assign to 
such information. 

	 ›› �Enabling clinicians to recognise their inherent biases, 
and understand how these affect their use of AI-derived 
information in CRDM should be a key focus of related 
training and education. Failure to do so may lead to 
unnecessary clinical risk.

	 ›› �The nature and extent of the task that AI is assigned within 
a decision making process affect the level of clinical risk 
associated with that decision. This perceived level of risk can 
affect a clinician’s predisposition towards or against each of 
the cognitive biases.

	 ›› �Workflow integration, including the timing of presentation of 
AI-derived information can influence how clinicians use this 
information during CRDM.

	 ›› �Robust systems for performing and recording AI-assisted 
CRDM could help clinicians mitigate their potential biases 
towards AI-derived information.
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5.4 Interface with patients 

5.4.1 Patient confidence in AI-assisted clinical decisions

Patient attitudes, knowledge levels and responses to the use of AI technologies in 
their care can vary widely, from apprehension to enthusiasm.127

Interviewees for this research perceived that most patients have little to no 
understanding of the implication of AI use in healthcare, although it should not 
be assumed that they are not interested and will not have opinions about it. 
Interested patients should be able to know how the technology they rely on for 
their health has been developed and what data it relies on. They should also be 
able to get an explanation from their clinician of how a particular decision has 
been made, even if the AI itself operates as a ‘black-box’. This suggests that 
different patients will require explanations at various levels of detail.  

Interviewees perceived that clinicians should be confident in being able to 
meet these expectations, including explaining to patients the scope of AI use 
in their care and the ‘checks and balances in place’. They also cautioned that if 
AI is introduced into CRDM in an opaque way, or if clinicians are not confident 
in explaining its scope, limitations, benefits and risks, there is a real risk of 
undermining patient involvement in shared clinical decision making.

5.4.2 The changing relationship between clinicians and patients 

The patient-clinician relationship is at the heart of CRDM. It is a key tenet of 
modern medicine that the patient should be involved in any decision about their 
care.128

As such, the involvement of AI in CRDM can present a ‘third-wheel’ effect,129 in 
the sense that it is as important for the patient to have confidence in the AI as it 
is for the clinician, and that the AI may interrupt the patient-clinician relationship. 
For this reason, it is important that clinicians can take on the role of communicator 
and educator to their patients, and explain the role and limitations of AI being 
used in their care. 

Interviewees for this research noted that the adoption of AI has the potential to 
reshape the relationships between clinicians and their patients by introducing 
further transparency and opportunity for collaboration in shared decision making. 

Patients will increasingly have enhanced access to medical knowledge and 
subsequent decision making for their health, and will require support with 
assessing probabilities and risks.130 Healthcare workers in certain specialties 
will need to move from being an ‘oracle’ of clinical information to a health 
‘counsellor’, enabling high-quality, data-driven, shared clinical decision making.9

These new dynamics will dictate the required skills for managing the clinician-
patient relationship. Clinicians will need to manage the interaction between 
patients and increasingly complex AI systems, including knowing the limits of 
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AI and communicating this to patients.10 This will require an ability to guide the 
patient through uncertainty around potentially complex diagnostic decisions, 
and empower patients to take joint responsibility for their healthcare where 
appropriate.9

As healthcare workers interact with ever smarter machines, the demand for soft 
skills will rise. Social and emotional skills are already becoming more important as 
technologies take over more physical, repetitive and basic cognitive tasks.9 

Interviewees concluded, in agreement with previous research, that focusing on the 
core human skills that AI and computers cannot achieve, such as collaboration, 
reflection, compassion and empathy will be essential. 5,130

Certain specialities such as oncology have great experience of using these human 
skills to support CRDM, for example, due to the complexity and uncertainty of 
cancer care. Learning to translate these skills, through education, to other areas 
where AI will impact CRDM will be beneficial.

     

Key confidence insights

	 ›› �The adoption of AI has the potential to reshape the 
relationships between clinicians and their patients.

	 ›› �Clinicians will need to manage the interaction between 
patients and increasingly complex AI systems, including 
knowing the role and limits of AI and communicating this to 
patients.

	 ›› �As healthcare workers and patients interact with ever smarter 
machines, the demand for soft skills will rise.
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Conclusion: Developing Healthcare 
Workers’ Confidence in AI
The main recommendation of this report is to develop and deploy educational 
pathways and materials for healthcare professionals at all career points 
and in all roles, to equip the workforce to confidently evaluate, adopt 
and use AI. During clinical decision making, this would enable clinicians to 
determine appropriate confidence in AI predictions and balance these with other 
sources of clinical information.

The factors influencing confidence in AI, as detailed in this report, can help to 
determine the educational requirements to develop such confidence among 
healthcare workers. The second report from this research will outline suggested 
pathways for related education and training. 

Interviewees for this research identified broader efforts that primarily aim 
to improve patient safety and service delivery, but could also contribute to 
developing confidence in AI within the healthcare workforce. 
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Figure 3 shows these efforts mapped across this report’s conceptual framework:

›› �confidence influenced by the governance of AI technologies, with factors 
relating to regulatory oversight, validation and liability. 

›› �confidence influenced by the implementation of AI technologies at local 
settings, with factors relating to strategy, culture, IT and IG, local validation, 
and workflow integration. 

›› �assessment of appropriate levels of confidence in AI-derived information 
during clinical decision-making, with factors relating to clinician attitudes 
and cognitive biases, the clinical context, and the AI’s features (including 
explainability).

Many of the identified efforts are already underway, being led by Health Education 
England, the NHS Transformation Directorate, Integrated Care Systems and trusts, 
regulators and moderators, legal professionals, academics, and industry innovators.

A forthcoming project will involve engagement with these organisations and 
relevant groups and sharing of updates on progress being made on these efforts.
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Governance

›› �Development of professional guidelines on creating, implementing, and using AI for 
all clinical staff groups

›› ��Further development of regulatory frameworks for AI performance, quality, and risk 
management

›› �Finalisation of formal requirements for evidence and validation of AI technologies

›› �Development of AI specific pathways for prospective clinical studies of new 
technologies

›› �Further development of guidance on liability for AI (including autonomous AI)

›› �Establishment of flexible and dynamic processes for developing clinical guidelines on 
AI-assisted clinical tasks and technologies

›› �Development of clear oversight and governance pathways for AI, including AI not 
classified as a medical device

›› �Development of standards for developing AI for health and care settings (including 
co-creation with users, model transparency and mitigation of model bias)

Implementation

›› ��Further development of advice, guidelines, and prototypes for information technology 
(IT) and governance (IG) supporting adoption of AI technologies

›› �Development of strategies and assignment of resources to encourage organisational 
cultures that support innovation, co-creation, and robust appraisal of AI technologies

›› �Encouragement of collaboration and sharing of knowledge across NHS sites that are 
adopting AI technologies

›› �Development and resourcing of multi-disciplinary teams across clinical, technical, 
and administrative roles to enable implementation, local validation, audit and 
maintenance of AI technologies

›› ��Establishment of pathways for ongoing monitoring, performance feedback and safety 
event reporting involving AI technologies

Clinical Use

›› �Development of internal systems to record AI-assisted CRDM, including how AI has 
influenced or changed the decision

›› ��Further research on explainable AI and its safe use in clinical reasoning and decision 
making (CRDM)

›› ��Further research to understand and optimise the presentation of AI-derived 
information for CRDM

›› �Further research to understand how certain AI model features influence confidence

›› �Development of confidence in AI technologies across patients and communities via 
engagement and education activities

›› �Support for clinicians to determine appropriate confidence in AI-derived information 
and balance it with conventional clinical information for CRDM

Figure 3: Efforts that can contribute towards confidence in AI
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