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CHAPTER 1. SERVER BEST PRACTICES

CHAPTER 1. SERVER BEST PRACTICES

The following tasks and tips can assist you with increasing the performance of your Red Hat Enterprise
Linux host. Additional tips can be found in the Red Hat Enterprise Linux Virtualization Tuning and
Optimization Guide

® Run SELinux in enforcing mode. Set SELinux to run in enforcing mode with the setenforce
command.

I # setenforce 1

® Remove or disable any unnecessary services such as AutoFS, NFS, FTP, HTTP, NIS, telnetd,
sendmail and so on.

® Only add the minimum number of user accounts needed for platform management on the
server and remove unnecessary user accounts.

® Avoid running any unessential applications on your host. Running applications on the host may
impact virtual machine performance and can affect server stability. Any application which may
crash the server will also cause all virtual machines on the server to go down.

® Use a central location for virtual machine installations and images. Virtual machine images
should be stored under /var/lib/libvirt/images/. If you are using a different directory for your
virtual machine images make sure you add the directory to your SELinux policy and relabel it
before starting the installation. Use of shareable, network storage in a central location is highly
recommended.
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CHAPTER 2. SVIRT

sVirt is a technology included in Red Hat Enterprise Linux 6 that integrates SELinux and virtualization.
sVirt applies Mandatory Access Control (MAC) to improve security when using guest virtual machines.
This integrated technology improves security and hardens the system against bugs in the hypervisor. It
is particularly helpful in preventing attacks on the host physical machine or on another guest virtual
machine.

This chapter describes how sVirt integrates with virtualization technologies in Red Hat Enterprise Linux
6.

Non-virtualized Environments

In a non-virtualized environment, host physical machines are separated from each other physically and
each host physical machine has a self-contained environment, consisting of services such as a web
server, or a DNS server. These services communicate directly to their own user space, host physical
machine's kernel and physical hardware, offering their services directly to the network. The following
image represents a non-virtualized environment:

User Space User Space

Web App DNS Server

Host Kernel Host Kernel

©®  User Space - memory area where all user mode applications and some drivers execute.

®  Web App (web application server) - delivers web content that can be accessed through the a browser.

©® HostKernel - is strictly reserved for running the host physical machine's privileged kernel, kernel
0 extensions, and most device drivers.

© DNS Server - stores DNS records allowing users to access web pages using logical names instead of IP
addresses.

Virtualized Environments

In a virtualized environment, several virtual operating systems can run on a single kernel residing on a
host physical machine. The following image represents a virtualized environment:
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User Space Uszer Space

Web App DMNS Server

Guest Kernel Guest Kernel

Host Kernel

2.1. SECURITY AND VIRTUALIZATION

When services are not virtualized, machines are physically separated. Any exploit is usually contained to
the affected machine, with the obvious exception of network attacks. When services are grouped
together in a virtualized environment, extra vulnerabilities emerge in the system. If there is a security
flaw in the hypervisor that can be exploited by a guest virtual machine, this guest virtual machine may be
able to not only attack the host physical machine, but also other guest virtual machines running on that
host physical machine. These attacks can extend beyond the guest virtual machine and could expose
other guest virtual machines to an attack as well.

sVirtis an effort to isolate guest virtual machines and limit their ability to launch further attacks if
exploited. This is demonstrated in the following image, where an attack cannot break out of the guest
virtual machine and invade other guest virtual machines:

User Space Uszer Space

Web Server DMS Server

Guest Kernel Guest Kernel

Host Kernel
SELinux

SELinux introduces a pluggable security framework for virtualized instances in its implementation of
Mandatory Access Control (MAC). The sVirt framework allows guest virtual machines and their
resources to be uniquely labeled. Once labeled, rules can be applied which can reject access between
different guest virtual machines.
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2.2.SVIRT LABELING

Like other services under the protection of SELinux, sVirt uses process-based mechanisms and
restrictions to provide an extra layer of security over guest virtual machines. Under typical use, you
should not even notice that sVirt is working in the background. This section describes the labeling
features of sVirt.

As shown in the following output, when using sVirt, each virtualized guest virtual machine process is

labeled and runs with a dynamically generated level. Each process is isolated from other VMs with
different levels:

# ps -eZ | grep gemu
system_u:system_r:svirt_t:s0:¢87,c520 27950 ? 00:00:17 gemu-kvm

The actual disk images are automatically labeled to match the processes, as shown in the following
output:

# Is -1Z /var/lib/libvirt/images/*
system_u:object_r:svirt_image_t:s0:c87,c520 image1
The following table outlines the different context labels that can be assigned when using sVirt:

Table 2.1. sVirt context labels

SELinux Context Type / Description

system_u:system_r:svirt_t:MCSI Guest virtual machine processes. MCS1is a random
MCS field. Approximately 500,000 labels are
supported.

system_u:object_r:svirt_image_t:MCSI Guest virtual machine images. Onlysvirt_t processes
with the same MCS fields can read/write these
images.

system_u:object_r:svirt_image_t:sO Guest virtual machine shared read/write content. All
svirt_t processes can write to the svirt_image_t:sO
files.

It is also possible to perform static labeling when using sVirt. Static labels allow the administrator to
select a specific label, including the MCS/MLS field, for a guest virtual machine. Administrators who run
statically-labeled virtualized guest virtual machines are responsible for setting the correct label on the
image files. The guest virtual machine will always be started with that label, and the sVirt system will
never modify the label of a statically-labeled virtual machine's content. This allows the sVirt component
to runin an MLS environment. You can also run multiple guest virtual machines with different sensitivity
levels on a system, depending on your requirements.
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CHAPTER 3. CLONING VIRTUAL MACHINES

There are two types of guest virtual machine instances used in creating guest copies:

® Clones are instances of a single virtual machine. Clones can be used to set up a network of
identical virtual machines, and they can also be distributed to other destinations.

® Templates are instances of a virtual machine that are designed to be used as a source for
cloning. You can create multiple clones from a template and make minor modifications to each

clone. This is useful in seeing the effects of these changes on the system.

Both clones and templates are virtual machine instances. The difference between them is in how they
are used.

For the created clone to work properly, information and configurations unique to the virtual machine
that is being cloned usually has to be removed before cloning. The information that needs to be
removed differs, based on how the clones will be used.
The information and configurations to be removed may be on any of the following levels:
® Platform level information and configurations include anything assigned to the virtual machine
by the virtualization solution. Examples include the number of Network Interface Cards (NICs)

and their MAC addresses.

® Guest operating system level information and configurations include anything configured within
the virtual machine. Examples include SSH keys.

® Application level information and configurations include anything configured by an application
installed on the virtual machine. Examples include activation codes and registration information.

NOTE

This chapter does not include information about removing the application level,
because the information and approach is specific to each application.

As a result, some of the information and configurations must be removed from within the virtual
machine, while other information and configurations must be removed from the virtual machine using
the virtualization environment (for example, Virtual Machine Manager or VMware).

3.1. PREPARING VIRTUAL MACHINES FOR CLONING

Before cloning a virtual machine, it must be prepared by running the virt-sysprep utility on its disk image,
or by using the following steps:

Procedure 3.1. Preparing a virtual machine for cloning
1. Setup the virtual machine

a. Build the virtual machine that is to be used for the clone or template.
® [nstall any software needed on the clone.
®m  Configure any non-unique settings for the operating system.

®m  Configure any non-unique application settings.
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2. Remove the network configuration

a. Remove any persistent udev rules using the following command:

I # rm -f /etc/udev/rules.d/70-persistent-net.rules

NOTE

If udev rules are not removed, the name of the first NIC may be ethlinstead
of ethO.

b. Remove unique network details from ifcfg scripts by making the following edits to
/etc/sysconfig/network-scripts/ifcfg-eth[x]:

i. Remove the HWADDR and Static lines

NOTE

If the HWADDR does not match the new guest's MAC address, the ifcfg
will be ignored. Therefore, it is important to remove the HWADDR from

the file.

DEVICE=eth[x]

BOOTPROTO=none

ONBOOQOT=yes

#NETWORK=10.0.1.0 <- REMOVE

#NETMASK=255.255.255.0 <- REMOVE

#IPADDR=10.0.1.20 <- REMOVE

#HWADDR=xx:xx:xx:xx:xx <- REMOVE

#USERCTL=no <- REMOVE

# Remove any other *unique* or non-desired settings, such as UUID.

ii. Ensure thata DHCP configuration remains that does not include a HWADDR or any
unique information.

DEVICE=eth[x]
BOOTPROTO=dhcp
ONBOOQOT=yes

ii. Ensure that the file includes the following lines:

DEVICE=eth[x]
ONBOOQOT=yes

c. If the following files exist, ensure that they contain the same content:
m /etc/sysconfig/networking/devices/ifcfg-eth[x]

m /etc/sysconfig/networking/profiles/default/ifcfg-eth[x]
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NOTE

If NetworkManager or any special settings were used with the virtual
machine, ensure that any additional unique information is removed from the
ifcfg scripts.

3. Remove registration details

a. Remove registration details using one of the following:

®  For Red Hat Network (RHN) registered guest virtual machines, run the following
command:

I # rm /etc/sysconfig/rhn/systemid

B For Red Hat Subscription Manager (RHSM) registered guest virtual machines:

®  |f the original virtual machine will not be used, run the following commands:

# subscription-manager unsubscribe --all
# subscription-manager unregister
# subscription-manager clean

®  |f the original virtual machine will be used, run only the following command:

I # subscription-manager clean

NOTE

The original RHSM profile remains in the portal.

Ea

4. Removing other unique details

a. Remove any sshd public/private key pairs using the following command:

I # rm -rf /etc/ssh/ssh_host_*

NOTE

Removing ssh keys prevents problems with ssh clients not trusting these
hosts.

b. Remove any other application-specific identifiers or configurations that may cause conflicts
if running on multiple machines.

5. Configure the virtual machine to run configuration wizards on the next boot

a. Configure the virtual machine to run the relevant configuration wizards the next time it is
booted by doing one of the following:

®  For Red Hat Enterprise Linux 6 and below, create an empty file on the root file system
called .unconfigured using the following command:
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I # touch /.unconfigured

B For Red Hat Enterprise Linux 7, enable the first boot and initial-setup wizards by
running the following commands:

# sed -ie 's/RUN_FIRSTBOOT=NO/RUN_FIRSTBOOT=YES/'
/etc/sysconfig/firstboot

# systemctl enable firstboot-graphical

# systemctl enable initial-setup-graphical

NOTE

The wizards that run on the next boot depend on the configurations that
have been removed from the virtual machine. In addition, on the first boot of
the clone, it is recommended that you change the host name.

3.2. CLONING A VIRTUAL MACHINE

Before proceeding with cloning, shut down the virtual machine. You can clone the virtual machine using
virt-clone or virt-manager.

3.2.1. Cloning Guests with virt-clone

You can use virt-clone to clone virtual machines from the command line.
Note that you need root privileges for virt-clone to complete successfully.

The virt-clone command provides a number of options that can be passed on the command line. These
include general options, storage configuration options, networking configuration options, and
miscellaneous options. Only the --original is required. To see a complete list of options, enter the
following command:

I # virt-clone --help

The virt-clone man page also documents each command option, important variables, and examples.

The following example shows how to clone a guest virtual machine called "demo" on the default
connection, automatically generating a new name and disk clone path.

Example 3.1. Using virt-clone to clone a guest

I # virt-clone --original demo --auto-clone

The following example shows how to clone a QEMU guest virtual machine called "demo" with multiple
disks.

Example 3.2. Using virt-clone to clone a guest

# virt-clone --connect gemu:///system --original demo --name newdemo --file
/var/lib/xen/images/newdemo.img --file /var/lib/xen/images/newdata.img
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3.2.2. Cloning Guests with virt-manager

This procedure describes cloning a guest virtual machine using the virt-manager utility.

Procedure 3.2. Cloning a Virtual Machine with virt-manager

1. Open virt-manager
Start virt-manager. Launch the Virtual Machine Managerapplication from the Applications
menu and System Tools submenu. Alternatively, run the virt-manager command as root.

Select the guest virtual machine you want to clone from the list of guest virtual machines in
Virtual Machine Manager.

Right-click the guest virtual machine you want to clone and select Clone. The Clone Virtual
Machine window opens.

Clone Virtual Machine

| Clone virtual machine

Create a clone based on: RHEL7.3 VM

Name: |RHEL7.3_VM-clone |

Networking: AT (52:54:00:04:c1:e7) | Deta