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1. Introduction 
 
 Studies on water availability under recent 
and altered climate conditions require sophisti-
cated climate models because recharge of ground 
water and soil moisture are processes that cannot 
be ignored on the long-term scale of the climate 
system. In areas of flat water tables, for instance, 
the consideration of groundwater re- and dis-
charge is of great importance for predicting water 
availability because the water table will rise during 
long-lasting precipitation episodes, and it will sink 
or even uncouple from soil moisture during long-
lasting drought episodes. Evidently, during 
droughts the lowered ground water table may 
contribute to their durations since evaporation 
from soil and transpiration by plants (summarized 
as evapotranspiration) and, hence, recycling of 
previous precipitation, are strongly reduced. On 
the contrary, long-lasting extreme precipitation 
events may trigger their persistence by recycling 
of previous precipitation because a high water 
table guarantees enough water available for 
evapotranspiration. 
 In high and mid-latitudes during winter as 
well as in high mountainous regions, soils are 
regularly frozen. Freeze-thaw cycles influence the 
thermal and hydrological properties of the soil 
because phase transition processes are accom-
panied by the release of latent heat and consump-
tion of energy. Thermal conductivity of ice is about 
four times higher than that of water. Since frost 
reduces the mobility of soil-water, capillary action, 
infiltration, and percolation are rather inefficient. 
The low air temperatures, and, hence, the low 
saturation pressure of water vapor as well as the 
frequently stable stratification of the atmospheric 
surface layer (ASL) lead to less evaporation. In 
winter, transpiration plays a minor role because 
deciduous forests have already lost their leaves 
and even the stomatal conductivity values of co-
niferous forests are low during frost events com-
pared to those observable during moderate 
weather conditions. Thus, moisture will be stored 
in frozen soils and may enhance spring peak flood 
events (Cherkauer and Lettenmaier 1999).  
 Accumulated snow delays water input into 
the land phase of the water cycle (e.g., Dingman 
1994) and insulates the soil allowing only little heat 

exchange between the soil and atmosphere. Snow 
and snowmelt further affect the energy budget due 
to the change, for instance, (1) in albedo from 0.1 
of a dark soil to 0.8 of fresh snow (e.g., Oke 1978, 
Robinson et al. 1992), and (2) in emissivity from 
0.95 of dark soil to 0.82 or so of old snow (e.g., 
Pielke 1984). Exposed soil surfaces within partly 
broken snow coverage lead to substantial sensible 
heat fluxes, convection, and enhanced vertical 
mixing in the ASL. The strong spatial contrast in 
the energy budget of snow-covered and snow-free 
areas may generate a significant advection of heat 
and moisture similar to that usually accompanied 
by sea or vegetation breezes (Baker et al. 1999). 
 For all these reasons it is indispensable to 
establish the feedback mechanisms between the 
land and atmospheric part of the water cycle in 
climate modeling. Thus, any climate model re-
quires a land surface model (LSM) that describes 
(1) the exchange of momentum, heat, and mois-
ture at the vegetation-soil-atmosphere interface 
under special consideration of the heterogeneity 
on the micro-scale, (2) the insulating effects and 
retarded infiltration due to snow, (3) the heat con-
duction and water diffusion within the soil as well 
as the cross-effects (Ludwig-Soret-effect and Du-
four-effect) generally generated by soil moisture 
and temperature gradients as postulated by the 
linear thermodynamics of irreversible processes, 
(4) soil freezing and thawing, (5) water uptake by 
plants, and (6) the variable ground water depth 
responding to the previous meteorological condi-
tions. The hydro-thermodynamic soil-vegetation-
scheme (HTSVS; Kramm 1995, Kramm et al. 
1996, Mölders 1999, 2000) that already fulfilled 
the requirements listed under points (1), and (3) 
has been further-developed for application in cli-
mate modeling by including a parameterization of 
infiltration, soil water extraction by roots, diagnos-
tic approaches for soil frost and thawing, and con-
sideration of the insulating effects and melting of 
snow. 
 The aim of this study is to evaluate the 
influence of soil frost, snow, and root water uptake 
on the long-term water budget quantities and soil 
temperature. In so doing, the stand-alone version 
of HTSVS is driven by meteorological data rou-
tinely observed at Brandis (51.32°N, 12.62°E, 133 
m above sea level, south-east of Leipzig, Saxony). 
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2. Model description 
 
 To calculate the water supply to the at-
mosphere, two cases have to be distinguished: (1) 
the evapotranspiration by the vegetation-soil-
system that has to be considered for snow-free 
conditions, and (2) the sublimation from snow that 
is semi-transparent to short-wave radiation. 
 
2.1 Biosphere-atmosphere interaction 
 
 In HTSVS, vegetation is represented by a 
single layer. The exchange of energy and matter 
between the vegetation and atmosphere is pa-
rameterized in accord with the resistance networks 
shown, for example, in Kramm et al. (1996). A 
mixture-approach analogous to Deardorff (1978) 
describes the heterogeneity of the vegetation-soil 
system on micro-scale, i.e. the effects of bare and 
plant-covered soil are linearly weighted by the 
shielding factor σf (0 ≤ σf ≤ 1) associated with the 
degree to which foliage prevents short-wave ra-
diation from reaching the ground. Thus, the gov-
erning flux equations for sensible heat, H, and 
water vapor, E, at the surfaces of foliage (index f) 
and soil (index g) read (e.g., Kramm et al. 1996) 
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where  and  are the values of potential tem-
perature and specific humidity at the height 

δΘ δq
δ  

close above the foliage. The surface temperature 
and specific humidity of foliage and soil are de-
noted as , ,  and q , respectively. Fur-
thermore, , , and  are the resis-
tances of the molecular-turbulent layer close to the 
surfaces of foliage and soil as well as the molecu-

lar-turbulent environment between the foliage and 
soil surface (index fg) against the transfer of heat 
and matter (e.g., Kramm al. 1996). Moreover, ρ  
and are the density and specific heat at con-
stant pressure of air. As described by Kramm 
(1995) and Mölders (1999), the quantities 
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across the turbulent region of the ASL between 
δ and the reference height , at which the mete-
orological measurements were performed, are 
considered. One obtains 
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Here,  and  are the potential temperature 
and specific humidity at ,  is the spe-
cific humidity within the stomata cavities that are 
assumed to be in saturated state, and 
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is the resistance of that turbulent region against 
the transfer of heat and matter. The quantities , 

40.0=κ , and ( ) Ldz 0−=ζ  are the friction velocity, 
the von Kármán constant, and the Obukhov num-
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 ber, respectively, where L is the Obukhov stability 
length,  is the zero-plane displacement, and z 
stands for both  and δ . Obviously, the turbulent 
resistance, , depends on the thermal stratifica-
tion of the turbulent part of the ASL characterized 
by Paulson’s (1970) non-dimensional integral sta-
bility function for heat and matter, 
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where  is a plant-specific constant (see Tab. 1). 
The exponent b  can be deduced from the deriva-
tion of 
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ing the temperature range for which stomata 
should always be open are denoted by T  and 

, respectively, and  is the temperature at 
which  reaches its minimum. Furthermore, the 
empirical relation (Dingman 1994) 
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 Transpiration of water by plants via sto-
mata is described by Jarvis's (1976) approach for 
the bulk-stomatal resistance re-arranged to (e.g., 
Sellers et al. 1986, Hicks et al. 1987, Dingman 
1994) 

accounts for the soil water deficit in the root zone. 
Here, jz∆  is thickness of the root containing soil 
layer j in meter, j,fcη  is its field capacity, jη  is its 
actual volumetric water content, and k is the 
deepest layer where roots still exist (see also sec-
tion 2.3.1). Note that for j = k only the fraction of 
the soil layer is considered that contains roots. For 

jj,fc η<η  water will percolate in macro-pores until 
field capacity is reached again. 
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Here,  is the plant-specific minimum stoma-
tal resistance (see Tab. 1). The sensitivity of bulk-
stomatal resistance to photosynthetic active radia-
tion, PAR, specific humidity deficit between leaf 
and ambient air, δ , leaf temperature, 

, soil moisture deficit, ∆η, and the volumetric 
CO

( ) δ−= qqq
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2 concentration, [ , is considered by cor-
rection functions that are ranging from 0 to 1 (Jar-
vis 1976, Sellers et al. 1986, Hicks et al. 1987, 
Dingman 1994). The correction functions are  

 The correction function for the concentra-
tion of CO2 reads (e.g., Kramm 1995) 
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where  and b depend on the vegetation type. 
As suggested by Eq. (18), a long-term increase of 
the stomatal resistance may be a possible re-
sponse of plants to an increase in the atmospheric 

 concentration (e.g., Dingman 1994). A review 
on the impact of CO  on the stomatal resistance 
can be found, for instance, in Rosenberg et al. 
(1989). Note that  is customarily presup-
posed or predicted in climate models. Since no 
measurements of [  are available at Brandis, 
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 The following coupled energy- and water-
budget equations are used to calculate the values 
of temperature and moisture at the surfaces of 
foliage and soil as required by Eqs. (1) to (4) (see 
Kramm 1995, Kramm et al. 1996, Mölders 1999)  
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where , , , , , , , 

and  are the downward (↓) and upward (↑) 
directed fluxes of short-wave (index s) and long-
wave (index l) radiation. Again the subscripts f and 
g represent the surfaces of foliage and soil. The 
global radiation, R , and the long-wave radiation 
of the atmosphere, R , can be delivered by sim-
ple parameterization schemes, sophisticated ra-
diative transfer models or respective radiation 
sensors at the measuring site. The quantities , 

, , , , , and  can be 
found in Deardorff (1978), Kramm (1995), and 
Mölders (1999). Furthermore, G and  are the 
soil heat and water fluxes at the surface given by 
Kramm (1995), Kramm et al. (1996), and Mölders 
(1999), and  is the latent heat of vaporization. 
Since HTSVS was developed within the frame-
work of dry deposition studies (e.g., Kramm 1995, 
Kramm et al. 1996) it included only a simple 
parameterization of infiltration, . Therefore, for 
use of HTSVS in climate modeling, Mölders (1999) 
replaced this parameterization by an explicit for-
mulation of the Green-and-Ampt-approach, in 
accord with Schmidt (1990). Furthermore,  
also contains the vertical transfer of water vapor 
across the soil layers. This soil water vapor flux is 
applied to estimate the bulk resistance of a certain 
soil layer against the transfer of trace gases, as 
required in studies on dry deposition and natural 
emission. Minor additions made to HTSVS are to 
accommodate (1) the effects of soil wetness on 
soil albedo, α
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g, according to McCumber and Pielke 
(1981), and (2) that soil type may vary with depth. 
The set of the coupled non-linear budget equa-

tions (19) to (21) is simultaneously solved by a 
Newton-Raphson iteration procedure of first-order 
(Kramm 1995, Kramm et al. 1996, Mölders 1999), 
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Here, ( )SDF is the functional matrix,  is the 
corresponding inverse matrix, and T denotes the 
transpose. In contrast to Kramm (1995) and 
Kramm et al. (1996), the elements of 
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Usually, k amounts to five to six iteration steps. 
HTSVS is capable for calculating temperatures of 
the surfaces of foliage and soil that may differ from 
each other as really observed. Thus, the thermal 
stratification of the ASL can be predicted more 
accurately (for further details, see Mölders 1999). 
 
2.2 Snow-atmosphere interactions 
 
 Combining the Eqs. (3) to (5) and assum-
ing 0f =σ  provide the fluxes of sensible heat and 
water vapor over the snow, 
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where T , , and  in Eqs. (3) and (4) have to 
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 Since in our study the stand-alone version 
of HTSVS will be driven by meteorological data, 
we use the snow water equivalent routinely re-
corded at Brandis. The snow depth, z , is re-
lated to snow water equivalent by assuming a 
snow density of 100 kg/m

snow

3. A linear profile of snow 
temperature, , within the snow-pack is as-
sumed. Thus, the heat flux into the snow-pack is 
given by 
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Here, TR is air temperature at zR and T0=273.15 K 
is the freezing point. These equations are derived 
from data cited by Dingman (1994). The set of the 
coupled non-linear equations (26) to (28) is simi-
larly solved like equation set (19) to (21). 

Here, λsnow = 0.08 W m-1 K-1 is the thermal conduc-
tivity of snow (Oke 1978), and  denotes the 
molecular diffusion coefficient of water vapor 
within air-filled pores of the snow-pack. 

vk

  The energy and water budgets of the 
snow-pack and the underlying soil read 2.3 The soil model 

  
 The treatment of the (vertical) heat- and 
water-transfer processes is based on the princi-
ples of the linear thermodynamics of irreversible 
processes (e.g., de Groot 1951, Prigogine 1961) 
including the Richards-equation (e.g., Philip and 
de Vries 1957, Philip 1957, de Vries 1958, Kramm 
1995, Kramm et al. 1996, Mölders 1999). Since 
the seasonally frozen soil affects the surface en-
ergy balance and the hydrologic response, a diag-
nostic approach to consider the effects of frozen 
soil was added to the diffusion equations for soil 
moisture and heat. The governing balance equa-
tions for heat and moisture including phase transi-
tion processes and water extraction by roots read  
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are the downward and upward directed fluxes of 
short-wave radiation through the snow-pack to and 
from the ground, and (=20 mextk -1) is the extinc-
tion coefficient for snow. Moreover, P  is the input 
of heat into the snow-pack by rain, S is the precipi-
tation in solid phase, and L  is the latent heat of 
sublimation. The temperature of rain is assumed 
to be equal to air temperature as commonly as-
sumed in the cloud modules of climate models. 
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where t is time, TS is soil temperature in K, η is the 
soil volumetric water content, Lf is the latent heat 
of fusion, and χ = Χ/∆z is the water uptake by 
roots per soil volume, and Dη,v, Dη,w as well as DT,v 
are the transfer coefficients with respect to water 
vapor, water, and heat according to de Vries 
(1958), Kramm (1995), Kramm et al. (1996), and 
Mölders (1999). The volumetric heat capacity of 
moist soil, 
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depends on the porosity of the non-frozen soil, ηs, 
the densities of dry soil, ρS, water, ρw, ice, ρice, and 
air, the specific heat values of the dry soil material, 
cS, water, cw, and ice, cice, as well as the specific 
heat of air at constant pressure. For TS>T0 the  
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heat conductivity, λ, is specified as a function of 
the water potential, Ψ  (also called matric poten-
tial, suction and tension head), by using McCum-
ber and Pielke’s (1981) empirical formula (see 
also Kramm 1995, Kramm et al. 1996, Mölders 
1999). For TS≤T0 a mass-weighted thermal con-
ductivity depending on the amounts of liquid and 
solid volumetric water content present is calcu-
lated using the afore-mentioned thermal conduc-
tivity for the liquid and a value of 2.31 J/(msK) for 
the solid phase. 

Obviously, the coupled equation set (33) 
and (34) generally includes cross-effects like the 
Ludwig-Soret effect (i.e., a temperature gradient 
contributes to the water flux and changes soil 
volumetric water content) and Dufour effect (i.e., a 
moisture gradient contributes to the heat flux and 
alters soil temperature). These equations are 
solved simultaneously by the Crank-Nicholson-
scheme in conjunction with Gauß-Seidel-
techniques. Before integrating, a logarithmic co-
ordinate transformation is introduced into Eqs. (33) 
and (34) by ( Dzzlnβ=ξ )  to apply equal spacing 
and central differences for well appropriate finite 
difference solutions. Here,  in our 
study) is the lower boundary, and β is a constant 
which is to be chosen for convenience. 

m25.8(zD −=

 The water extraction by roots and the fol-
lowing transpiration act as a sink for soil water. 
This water uptake, , is described by Cowan’s 
(1965) model further-developed by Federer (1979) 
and Martin (1990). Herein, the potential or maxi-
mum extraction of water from soil layer j by vege-
tation is given by (e.g., Federer 1979, Martin 1990) 

Χ−

 


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−Ψ−Ψ
∆ρσ=Χ

wjjjr

cj
jwfj K/L/r
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z,0max    ,  (36) 

 
where Ψj is the water potential of soil layer j ex-
pressed by the empirical relation (e.g., Clapp and 
Hornberger 1978) 
 

b
s

b
s

s W−Ψ=







η
η

Ψ=Ψ    .  (37) 

 
Here,  is the water potential at saturation, b is 
the pore-size distribution index (see Tab. 2), and 

sΨ

sηW η=  is the relative volumetric water content. 
The quantities , h, and cΨ rr  are the water poten-
tial corresponding to the soil water potential at 
which the production of cytokinis by roots is suffi-
ciently reduced to close stomata (Tab. 1), the 
height of canopy (see Fig. 1), and the internal 

vascular resistance per unit length of roots taken 
as = 5⋅10rr

w =

12 s/m. Furthermore,  

=
8

ρ
=

π
=

 
c

ws WKK    ,    (38) 
 
is the hydraulic conductivity of soil,  is its value 
at saturation (Tab. 2), and  is the pore-
disconnectedness index (e.g., Clapp and Horn-
berger 1978, Dingman 1994). Moreover, α

wsK
3+b2c =

j is 
Cowan’s (1965) root parameter that is determined 
in accord with Federer (1979) and Sellers et al. 
(1986) by 
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δ
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Here, jδ  is the volume of roots per unit volume of 
soil with respect to layer j. This quantity depends 
on the (oven-dry) fine root bio-mass, , in layer j 
per unit area (kg m

jm
-2) and the average volumetric 

density of (oven-dry bio-mass of) roots, rρ  (e.g., 
Martin 1990) 
 

10where,
z

m
j

jr

j
j <δ<

∆
δ    .  (40) 

 
Even though soil-physical and geologic character-
istics, soil moisture, soil-temperature, aeration, 
competition or interaction with roots of other spe-
cies, fertilizer, biologic and soil-chemical proc-
esses affect the distribution of roots, roots are 
assumed to be uniformly spaced within a soil layer 
in accord with other authors (e.g., Gardner 1960, 
Cowan 1965, Federer 1979, Martin 1990). The 
rooting density (i.e. the length of roots per unit 
volume of soil in m/m3) in the layer j is given by 
(e.g., Federer 1979, Martin 1990) 
 

2
j,r

j
j

R
L

δ
   ,    (41) 

 
where R  is the mean root radius (Tab. 1). j,r

 In contrast to Federer’s (1979) and Mar-
tin’s (1990) root parameterization, the vertical 
distribution of roots in the upper layers of soil dif-
fers from that in the layers below (Fig. 2). Two 
cases can be distinguished. First, the fine root bio-
mass of layer j depends on the total fine root bio-
mass, m, according to 
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where a is the fraction of roots in the upper part of 
soil (Tab. 1). In this study, the upper part extends 
to a depth, , which is taken to be at -0.1 m. The 
maximum root depth, , is assumed to be al-
ways below this layer, i.e. minimum root depth is 
equal to 0.11 m. 

dz

rootz

 In the second case, maximum root depth 
falls into the layer where  is located. Then, the 
fine root bio-mass of layer j reads 

dz
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 .    (43) 
Equations (42) and (43) realize that the root distri-
bution in the upper root space differs from that in 
the lower one. In the soil layer, which includes the 
boundary between the upper and lower root 
space, the root biomass is weighted accordingly. If 
the roots end in a layer, the root mass will be ac-
counted in accord with the root length. In doing so, 
the vertical root profile can be specified by up to 
four different values. Most LSMs assume an equal 
distribution of roots in the root zone or only distin-
guish between the upper and lower root space 
under the assumptions that the boundary between 
the two root spaces as well as the maximum root 
length fall together with a soil layer boundary (e.g., 
Wilson et al. 1986, Martin 1990). 
 When the wilting point, 

( ) b1
pwpsspwp ΨΨη=η

m150pwp −=Ψ

m500inf −=Ψ

, which is deduced from Eq. 
(37) by assuming a water potential of 

 (Dingman 1994, Marshall et al. 
1996), water extraction continues at a reduced 
rate until the water potential goes down to 

 (Gardner and Ehlig 1963). This 
phenomenon is attributed by an empirical ap-

proach based on Gardner and Ehlig’s (1963) data 
(Martin 1990) 
 

( ) ( )( )j,pwpinfj,pwpjj,pwpj ,0max η−ηη−ηΧ=Χ    , 
     (44)  
 
where j,pwpΧ  is the water extraction in layer j at 

wilting point, and ( ) b1
infssinf ΨΨη=η  is the lowest 

volumetric water content for which extraction oc-
curs also deduced from Eq. (37). 
 Equation (36) determines the maximum 
potential extraction of water that can be taken from 
layer j by roots. The amount of water, w, that can 
really be taken up per unit area of one square 
meter from layer j depends on the volumetric wa-
ter content of that layer (e.g., Martin 1990) 
 

( )infjjwj zw η−η∆ρ=    .   (45) 
 
Thus, tw jjmax, ∆=Χ  is the actual amount of water 
that can be extracted per time step per unit area 
from layer j, i.e. it corresponds to a water flux den-
sity. Consequently, the actual water flux from layer 
j is given by (e.g., Martin 1990) 
 

( )jmax,jjmin, ,min ΧΧ=Χ    .   (46) 
 
The share of potential supply of available water 
from layer j with respect to the total potential water 
supply across all layers, j = 1, ..., k, is determined 
by (e.g., Martin 1990) 
 

∑
=
Χ

Χ
=ν k

1j
j

j
j  .   (47) 

 
The effective evaporative flux due to transpiration 
per unit area from layer j may, therefore, be calcu-
lated by (e.g., Martin 1990) 
 

( )jffjj ,Emine Χσν=    .   (48) 
 
The sum of the effective evaporative fluxes due to 
vegetation must equal the transpiration, 
 

f
k

1j
j Ee =∑

=
   ,    (49) 

 
given by Eq. (2). 
 When ice is present, the soil water poten-
tial, , remains in equilibrium with the vapor Ψ
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pressure over pure ice. It can be expressed by 
(Fuchs et al. 1978) 
 

( )
S

Sf
Tg

15.273TL −
+π=Ψ    ,  (50) 

 
where π is the osmotic potential, and g is the ac-
celeration of gravity. Osmotic effects due to sol-
utes are omitted from the original equation be-
cause HTSVS does not deal with solute chemistry 
at present. The volumetric ice content, iceη , is 
defined by the difference of the total water within 

the soil layer, ice
w

ice
maxtotal η

ρ
ρ

+η=η , minus the 

maximum liquid water content for temperatures 
below freezing point, 
 

( ) b/1

Ss

Sf
smax Tg

15.273TL
−







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Ψ
−

η=η    . (51) 

 
Since the phase transition alters the soil tempera-
ture by release or consumption of heat, Eq. (51) 
has to be solved iteratively by a first-order New-
ton-Ralphson-technique. Figure 3 exemplary illus-
trates the dependence of maximum liquid water 
content on soil temperature for some of the soil 
types used in our study (Tab. 2). Ice changes the 
dynamics of soil thermal fluxes through the de-
pendence of soil thermal conductivity and volumet-
ric heat capacity on volumetric water and ice con-
tent of the soil. 
 
3. Design of the study 
 
 Besides the specification of parameters 
that characterize the land surface and soil types 
the stand-alone version of HTSVS requires the 
input of atmospheric forcing data to perform off-
line simulations. These data are described in sec-
tions 3.1 to 3.4. Since the aim of our study is to 
evaluate the impact of root water uptake, snow, 
and soil frost on the long-term water budget quan-
tities and soil temperature, results from simula-
tions with and without parameterizations of these 
processes are compared and analyzed. The im-
pact of the root parameterization is examined in 
more detail by alternatively considering (1) the 
land-use grown on the lysimeters and (2) grass 
because water uptake by roots varies with vegeta-
tion type. Since the soil temperatures were meas-
ured at the climate station covered by grass, re-
sults of simulations assuming grassland are used 
in evaluating predicted soil temperatures. To 
evaluate the accuracy and sensitivity of the frost 

parameterization, simulations are performed using 
different parameterizations of downward directed 
long-wave radiation and the various sets of values 
determined for the soil physical parameters (Tabs. 
2, 3).  
 
3.1 Meteorological forcing 
 
 At Brandis, routine data of hourly mean 
values of wind, relative humidity, temperature, 
global radiation, and precipitation are continuously 
available from May 23, 1992 to December 31, 
1997 that amounts to 2050 days. Soil tempera-
tures are monitored at 0.05 m, 0.1 m, 0.2 m, 0.5 m 
depth and since May 10, 1996 also at 1m, and 2.5 
m depth. As the original data set at the climate 
station does not include downward long-wave 
radiation,  or R , this quantity is alternatively 
parameterized in accord with: (a) Bolz and Fal-
kenberg (1949, denoted as B&F-scheme) by 

↓lfR ↓ls
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(b) Idso and Jackson (1969, denoted as I&J-
scheme) by 
 

( ) ( )( ){ }4
aa

4
ss

s
ls Tcc1T1R +−ε+−ε

ε
σ

=↓    ,  (53) 

 

( )
( ) ( ) ( ) ( )( ){ }4

aa
4
ggf

4
fff

gfff
lf

Tcc1T11T1

1
R

+−ε+−εσ−+−εσ

εσ−+εσ
σ

=↓
 

     (54) 
 
with 
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(c) Eppel et al. (1995, denoted as EEA-scheme) 
by 
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with 
 

 8



 








⋅+=ε −

a

v7
a T

1500exp
623.0

pq1095.565.0    , (58) 3.3 Plant physiological data 
 

and (d) Croley (1989, denoted as C-scheme) by 
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 In the adjacent field, lysimeters were run 
for which routine data of maximum root length, 
canopy height, and plant phenology is available 
about every ten days (Haferkorn 2001). In the 
period covered by our study, winter barley (1992), 
green fallow (1993, 1994), red clover (1995), pota-
toes (1996), and summer wheat (1997) were 
grown. Green fallow grew on the lysimeters after 
the harvest of barley, potatoes, and summer 
wheat. Shielding factor and LAI (Fig. 1) are de-
duced from the reported phenologic characteristics 
using an empirical relationship between 
phenologic description and LAI. These data are 
used in the reference simulation. 

with 
 

( )( )c4.01e065.053.0 5.0
aa ++=ε    .  (61) 

 
The latter three approaches are presented in their 
forms adapted for HTSVS. Here, T  and  are 
the observed air temperature, and water vapor 
pressure, respectively. Data of cloud cover, c, are 
taken from a nearby station. Emissivity of soil is 
assumed to be equal to 0.95 (see Oke 1978, 
Pielke 1984). Note that the B&F-scheme is fa-
vored in our study because it only bases on ob-
served quantities, i.e. it is independent of simu-
lated values (e.g., surface temperature) and pre-
supposed usually not observed parameters (e.g., 
emissivity) as do the other three parameteriza-
tions. 

a ae Except for the simulations assuming grass 
only, the vegetation-type changes according to the 
field management (Fig. 1). Maximum root depth, 
LAI, and canopy height, h, which is used, for in-
stance, to determine roughness length z0 (= 0.1h) 
and zero plane displacement d0 (= 0.7h) in accord 
with Oke (1978) and Kramm (1989, 1995), are 
updated whenever new routine data are available 
(Note that z0 and d0 are required in the calculation 
of the stability functions.). The simulations per-
formed with these land-use types serve to exam-
ine the impact of roots. In the simulations assum-
ing grass only, the parameters given in Tab. 1 are 
applied throughout the entire integration except for 
snow events. 

 
3.2 Soil physical data, initial soil temperature 
and volumetric water content 
  
 Porosity, field capacity, and permanent 
wilting point were determined by four different 
methods, namely the granulation-method, pF-
curve-method, a combined granulation-pF-curve-
method, and a combined granulation-pF-curve-
method under consideration of the soil skeleton 
(e.g., Keese et al. 1997, Haferkorn 2001; Tab. 2). 
Specific heat capacity of soil material is deduced 
from the weighted average of the fraction of parti-
cle size and humus (Tab. 2). 

3.4 Snow depth data 
 
 Data of daily snow water equivalent are 
available for the 76 reported snow days. Snow 
depth is related to the snow water equivalent as-
suming a snow density of 100 kg/m3 as customar-
ily used in hydrometeorology (e.g., Dingman 
1994). 
 
4. Results and discussion 

In our study, the moisture and tempera-
ture, the water extract by roots as well as the 
transfer of water and heat are predicted on nine 
logarithmically spaced layers (see Tab. 2). Soil 
temperatures in 0.05 m, 0.1 m, 0.2 m, and 0.5 m 
depth and meteorological data of May 23, 1992 
serve as initial conditions. Lysimeter data also 
available at Brandis serve to initialize soil volumet-
ric water content. Note that the soil at the climate 
station is of similar properties as that in the lysime-
ter. At , a mean annual course of soil 
temperature is prescribed and the volumetric wa-
ter content is held constant at field capacity. 

)m25.8(zD −=

 
 The reference simulation (Tab. 3) is car-
ried out with HTSVS including the parameteriza-
tions for water uptake by roots, snow and soil frost 
effects. Since data from combined methods are 
seldom available for large-scale areas as typical in 
climate models, the soil data derived from pf-curve 
are applied. The B&F-scheme and the land-use 
types as shown in Figure 1 are used in the refer-
ence.  
 
4.1 Downward directed long-wave radiation 
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 The downward directed long-wave radia-
tion predicted by the various schemes absolutely 
differs of up to 143.2 Wm-2 (Fig. 4; Tab. 4). Differ-
ences vary during the annual cycle. In winter, the 
downward directed long-wave radiation,  (or 

), provided by the B&F-scheme is, on aver-
age, about 50 Wm

↓lfR

↓lsR

↓lsR
-2 lower than those determined 

with the parameterizations which include surface 
properties (cf. Fig. 4). Compared to these parame-
terizations, the lower values of  (or ) of 
the B&F-scheme are responsible for the higher 
frequency of days predicted with soil temperatures 
below freezing point (Tab. 5). 

↓lfR

In comparing of simulated and observed 
soil temperatures only results from simulations 
performed for grass are applied because grass is 
the land-use type at the climate station. Soil tem-
peratures below freezing point were observed on 
66, 47 and 8 days in 0.05 m, 0.1 m and 0.2 m 
depth, respectively (Tab. 5). Obviously, the fre-
quency of days with T0 < TS predicted with the 
B&F-scheme is too high as compared to the ob-
servations. The opposite is true for the other 
schemes. Predicted and observed frequencies of 
such days agree the best for the C-scheme. Using 
only the observed air temperature (B&F-scheme) 
to calculate  (or ) leads to an underesti-
mation of surface and soil temperatures and an 
overestimation of frost depth.  

↓lfR ↓lsR

Some of the discrepancies in that fre-
quency may also result from the fact that the me-
teorological quantities like wind speed, air tem-
perature, and humidity observed at the climate 
station are affected by the properties of its 
weather-side region; whereas global radiation, 
precipitation, and soil properties are representative 
only for the close vicinity of the climate station that 
generally provides routine data. Discrepancies 
may also stem from the disturbed soil texture, 
which results from digging the temperature-
sensors in. The lack of long-wave radiation meas-
urements and the facts discussed before may be 
responsible for the offset of 2 K between the pre-
dicted and measured soil temperatures found in 
our study (e.g., Fig. 5). Under such circumstances 
an offset of 2 K or so may be classified as a “pro-
cedural error” that has to be expected in long-term 
studies, even if sophisticated LSMs are applied 
(e.g., Flerchinger and Hanson 1989, Cherkauer 
and Lettenmaier 1999, Boone et al. 2000). 

The predicted water budget quantities 
show a considerable sensitivity to the parameteri-
zation of downward directed long-wave radiation 
(Tab. 3). The impact is similar to that found for 
various LSMs by Schlosser et al. (2000). Conse-

quently, measurements of downward and upward 
long-wave radiation are indispensable for evaluat-
ing LSMs. 
 
4.2 Effects of roots, Ludwig-Soret- and Dufour 
effects 
 
 Except for the uppermost soil layer, taking 
root water uptake into account leads to, on aver-
age, slightly drier soils in the entire root space as 
compared with the simulation with no root effects 
(e.g., Fig. 6). Even though the daily differences in 
soil moisture and water fluxes are small, inclusion 
of roots notably affects the predicted accumulated 
sums of the water supply to the atmosphere, and 
recharge (Tab. 3). The reason for the relatively 
small effects on the short-time scale (several 
days) is that here only low vegetation is consid-
ered. Obviously, differences of the previous year 
propagate (e.g., Fig. 6). 

On average, the water uptake by roots re-
duces the downward directed soil moisture flux. 
Since roots act as a sink of soil water in the root 
zone (e.g., Fig. 6), there is a gradient in volumetric 
water content in the immediate vicinity of the lower 
boundary of the root zone as compared to the 
case without root effects. To compensate this 
gradient the upward/downward moisture fluxes are 
enhanced/diminished in comparison to the no-
root-effect simulations. These altered soil moisture 
fluxes are responsible for the over-proportional 
reduction in recharge as compared to the increase 
in evapotranpiration or to the recharge obtained in 
the simulations without root parameterization (Tab. 
3). 
 In nature, root distribution, among other 
things, depends on depth, vertical distribution of 
soil water deficit, soil density, fertilizer, soil and 
vegetation (see also Fig. 1). The parameterization 
of root distribution allows either more roots in the 
upper or lower root zone where the boundary be-
tween the root zones is arbitrarily chosen to be in 
0.1 m (cf. Fig. 2). A shift of this depth means an-
other weighting from where the soil water is taken 
up (cf. Eqs. (42) and (43)). The resulting distribu-
tion of η leads to altered gradients of that quantity 
and, hence, altered soil moisture and heat fluxes 
as well as soil temperatures (e.g., Fig. 7). Similar 
differences in soil temperature are also found for 
the simulations with and without root effects. Re-
sults from simulations with and without considera-
tion of the Ludwig-Soret- and/or Dufour-effect 
show similar differences in soil moisture and soil 
temperature. Thus, the effect of the boundary 
between the upper and lower roots space is 
shown here exemplary to demonstrate the Dufour-
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effect. It is noteworthy that the choice of the 
boundary affects the 2050-day-sums of recharge 
and water supply to the atmosphere by about 5 % 
each (cf. Tab. 3). 
 Based on these results, we conclude that 
(1) the Dufour- and Ludwig-Soret-effects play a 
notable role on the long-term water budgets of soil 
and energy, and (2) the vertical distribution of 
roots also affects both budgets. Thus, climate 
modeling requires global data sets on the annual 
course of root distribution for the various vegeta-
tion types. 
 
4.3 The effects of snow 
 
 Figure 8 exemplary shows soil tempera-
tures predicted with and without consideration of 
snow effects for the first two snow episodes of our 
data set. The snow water equivalents amount to 
15.2 mm and 4.6 mm, respectively. This compari-
son elucidates that the insulating effect of snow 
reduces soil cooling down to a depth of about 1 m, 
i.e. soil frost occurs quite more often when snow 
insulating effects are ignored. At that depth, soil 
temperatures still differ long after the snow event 
(Fig. 8).  
 The snow effects slightly delay recharge 
and increase accumulated recharge by about 12 
% (see also Tab. 3). Predicted accumulated water 
supply to the atmosphere is slightly reduced 
(about 1%) by consideration of snow effects (Tab. 
3). This reduction may be explained by the greater 
amount of energy required for sublimation of snow 
than for evapotranspiration of water. 
 Wind blowing effects and snow metamor-
phism (wind break, water vapor diffusion from 
convex to concave surfaces and from warm to 
cold layers, gravity, percolation and re-freezing of 
melt-water) increase snow density (e.g., Dingman 
1994). Thus, the snow depth calculated from the 
measured snow water equivalent by assuming a 
snow density of 100 kg/m3 may differ from the real 
snow depth. For a given snow water equivalent 
the snow depth decreases when the snow density 
increases. The results from simulations with a 
snow density of 400 kg/m3 indicate, therefore, that 
the frequency of soil temperatures below freezing 
point increases as snow density grows. Snow 
density, of course, hardly (less than 3 mm in 2050 
d) affects recharge (Tab. 3). Compared to this 
change in recharge the greater impact of snow on 
the water supply to the atmosphere is due to the 
modified snow temperature that results in re-
sponse to the thinner snow layer. It has to be ex-
pected that under the consideration of snow 
metamorphism processes (e.g., Fröhlich and 

Mölders 2002) a time varying snow density and, 
hence, retention of melt-water in the snow-pack 
may strongly influence recharge. 
 
4.4 Soil frost 
 
 Since at the climate station the vegetation 
is grass, soil temperatures predicted by simula-
tions assuming grassland for the entire time are 
compared to those observed. HTSVS well repro-
duces the propagation of soil cooling. While the 
overall prediction is satisfactory (e.g., Fig. 9), there 
are some weaknesses. As compared to the soil 
temperatures observed, HTSVS sometimes 
freezes the soil too early and too long, but the 
severity of this error depends on the semi-
empirical approach applied for downward long-
wave radiation (see also section 4.1 and Tab. 4). 
Slater et al. (1998) found similar results for the 
LSM BASE (Best approximation of surface ex-
change). Figure 9 exemplary illustrates that previ-
ous frost events still affect deep soil temperatures 
long after they occur. Ignoring soil frost yields an 
overestimation of about 1 K even at 2.5 m depth 
(Fig. 9). Compared to observations inclusion of 
soil frost improves the prediction, but there is still 
an overestimation of about 0.5 K at this depth. The 
simulations with and without frost parameterization 
performed with the other schemes for long-wave 
downward radiation also lead to a difference of 
about 1 K in soil temperature at 2.5 m except for 
the I&J-scheme where the frost effects are much 
smaller. When using the I&J-scheme, C-, or EEA-
scheme the 2.5m-soil temperature is overesti-
mated up to 2.5K, 2 K, and 2.5 K compared to the 
observations. 
 The simulations with surface temperature 
dependent parameterizations of long-wave down-
ward radiation (I&J-, C-, EEA-scheme), which 
better predict the soil frost frequency, yield to a 
worse prediction of recharge and water supply to 
the atmosphere than that with the B&F-scheme 
(e.g., Tab. 3).  
 Figure 10 exemplary elucidates the effects 
of soil freezing on η. Freezing holds the water in 
the soil, and at the same time, reduces the water 
supply to the atmosphere. These results well 
agree with those reported by Cherkauer and Let-
tenmaier (1999). 
 Since the maximum liquid water that can 
be present at temperatures below freezing point 
depends on the soil parameters, soil ice prediction 
is highly sensitive to the determination of the soil 
parameters (cf. Fig. 3). Thus, depending on the 
determination of soil parameters the same soil 
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frost parameterization leads to a slightly different 
frequency of soil frost events.  
 Using the parameters derived by the com-
bined pf-curve and granulation method (Tab. 2) 
leads to a higher frequency of soil temperatures 
below freezing point except for 1 m depth than for 
applying the parameters determined otherwise. 
The way of determining the soil parameters 
slightly affects accumulated recharge and water 
supply to the atmosphere (Tab. 3). Applying the 
parameters gained by the granulation method also 
increases soil temperatures below T0 except at 1 
m depth.  
 
5. Conclusion 
 
 The hydro-thermodynamic soil-vegetation-
atmosphere transfer scheme HTSVS, which is a 
process model based on the principles of the lin-
ear thermodynamics of irreversible processes, 
was further-developed and evaluated for applica-
tion in climate studies. To evaluate the effects of 
the added processes on the water budget and soil 
temperature, simulations are carried out without 
restart for 2050 days. In doing so, HTSVS was 
driven by meteorological data routinely measured 
at Brandis climate station from May 23, 1992 to 
December 31, 1997. The additions made to 
HTSVS are to accommodate the effects of water 
extraction by roots, and soil wetness on soil al-
bedo. A more sophisticated parameterization of 
infiltration, a soil frost parameterization, and some 
effects of a snow-pack have been included. 
HTSVS differs from other LSMs by its considera-
tion of the Dufour- and Ludwig-Soret-effects, the 
diffusion of water vapor within the soil, and a verti-
cally variable distribution of soil type and roots. It 
has been found that the Dufour- and Ludwig-
Soret-effects play a notable role on the long-term 
water budget (Tab. 3) and soil temperature evolu-
tion (e.g., Fig. 7). The diffusion of water vapor 
within the soil is a pre-requisite to include emission 
of N2O, and the emission of gases released when 
permafrost thaws. Especially, in glacially and/or 
fluvial coined region, layered soils exist. Thus, 
vertically variable soil types may improve climate 
simulations if global data sets of vertical soil distri-
bution become available. Sensitivity studies 
(Mölders et al. 2002) show that knowledge on soil 
parameters and soil heterogeneity may affect the 
predicted water budget elements (see also Tab. 
3). Based on the results of the simulations with 
and without root parameterizations and the uncer-
tainty studies on root effects, we have to conclude 
that the vertical distribution of roots can be impor-
tant for the predicted water budgets. Therefore, 

global data sets on the annual course of root dis-
tribution for the various vegetation types are re-
quired in climate modeling. 
 Since no data of the radiative forcing were 
available, uncertainty studies using various 
parameterizations of long-wave downward radia-
tion had been performed. These studies confirm 
the results of Slater et al. (1998) that the parame-
terization of long-wave downward radiation may 
strongly affect the model results. Thus, special 
efforts should be spent on parameterizing this 
quantity in climate modeling. 
 Simulations alternatively performed with 
and without consideration of snow and soil frost 
emphasize the great impact of insulating by snow-
pack and freezing of soil on soil water budget. Soil 
frost, and/or snow influence soil temperature even 
long after their occurrence (cf. Figs. 8, 9). The 
results yielded from the simulations with and with-
out frost parameterization show that including the 
effect of frost improves the prediction of soil tem-
peratures. Snow density and depth strongly affect 
soil temperature, soil freezing and the water sup-
ply to the atmosphere, but hardly influence deep 
soil water fluxes like recharge in the long-term 
sum (cf. Tab. 3). Thus, we may expect that under 
the consideration of snow metamorphism a time 
varying snow density and retention of melt-water 
in the snow-pack may influence soil volumetric 
water content and recharge more strongly than 
found here. 
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Fig. 1. Temporal development of maximum root 
depth (solid lines), LAI (thick dotted lines), 
shielding factor, (dashed lines), and canopy 
height (thin dotted lines) for six consecutive 
years. The vegetation types are winter barley 
(1992), green fallow (1993, 1994), red clover 
(1995), potatoes (1996), and summer wheat 
(1997) with green fallow growing after the har-
vest of barley, potatoes, and summer wheat. 
Note that canopy height only slightly differs 
over the field. For the vegetation parameters 
see Tab. 1. 

Fig. 2. Schematic view of the root system as 
realized in HTSVS. In case 1, the roots extend 
into deeper layers than the layer of the bound-
ary, zd, between the upper and lower root zone. 
In case 2, maximal root depth falls into the 
layer where zd is located. See text for further 
explanation. 
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Fig. 3. Dependence of maximum liquid water 
content on soil temperature for some of the soil 
types listed in Tab. 2. 

Fig. 4. Comparison of long-wave downward ra-
diation as obtained by the various semi-

empirical approaches discussed in the text. 
Note that Bolz and Falckenberg’s approach 
(1949) is used in the reference simulation. 
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Fig. 5. Comparison of daily averaged predicted 
and observed soil temperatures as obtained 
with  (a) the B&F-scheme, and comparison of 
soil temperatures predicted by the B&F-
scheme (reference simulation) with results from 

simulations with (b) the EEA-scheme, (c) the 
I&J-scheme, and (d) the C-scheme all at a 
depth of 0.05 m. 

Fig. 6. Comparison of daily averaged volumet-
ric soil water content as obtained by the simula-
tions with and without consideration of root ef-
fects for the entire simulation time. 

 17



Fig. 7. Comparison of daily averaged (a) soil 
volumetric water content and (b) soil tempera-
ture as obtained from the simulations assuming 
0.1 m and 0.3 as the depths for the partitioning 
between the upper and lower root zone. The 

scatter in soil temperatures provides a hint for 
how the Dufour- and Ludwig-Soret effects work 
on the long-term. See text for further discus-
sion. 

Fig. 8. Comparison of daily averaged soil tem-
peratures as obtained from the simulations with 
and without consideration of snow effects from 
10 February (41 Julian day) to 10 March 1993 
(69 Julian day). Days with observed snow cov-
erage are shaded in gray. Note that this time 
frame covers the first two snow episodes of our 
data set. 
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Fig. 9. Comparison of daily averaged soil tem-
peratures as (a) obtained from the simulations 
with and without parameterization of soil frost 
effects and (b) observed at the Brandis climate 

station from 11 to 31 December 1997. The gray 
shaded area denotes to observed soil frost. 
Note that prior soil frost events cause the dif-
ferences between the simulations with and 
without soil frost seen on Julian day 345. 

Fig. 10. Comparison of soil volumetric water 
content as predicted by the simulations with 
and without soil frost parameterization for the 
first soil frost episode of our study. 
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Table 1. Plant specific parameters as used in the study. Here, ψc, m, ρr, a (ranges from 0 to 2), Rr, rst,min, 
bst, Tmin, Tmax, Topt, αf, and εf are the soil water potential at which the production of cytokinis by roots is 
sufficiently reduced to close stomata, the fine root (oven-dry) bio-mass, the average volumetric density 
of roots (oven-dry), the partitioning of roots between the upper and lower root zone, the mean root ra-
dius, the minimum stomatal resistance, a parameter used to calculated stomatal resistance, the tem-
peratures at which stomata close, the temperature at which rst,min reaches its minimum, the albedo and  
emissivity of foliage, respectively. Parameters are taken from Jackson et al. (1996), Wilson et al. 
(1986), and Kramm (1995). 

Vegetation ψc 
m 

m 
kg/m2 

ρr 
kg/m3 

a 
-.- 

Rr
 

10-4m
rst,min 
s/m 

bst 
-.- 

Tmin 
°C 

Tmax 
°C 

Topt 
°C 

αf 
-.- 

εf 
-.- 

Winter barley -143 0.18 500 0.6 2.51 100 25 -1 35 20 0.21 0.95 
Green fallow -102 0.7 500 0.9 0.93 50 20 5 42 9 0.26 0.97 
Red clover -92 0.6 500 0.6 0.93 50 20 5 45 9 0.21 0.95 
Potatoes -92 0.1 500 1.5 2.51 110 40 5 42 23 0.21 0.95 

Summer wheat -102 0.164 160 1.3 5.10 100 25 5 40 24 0.21 0.95 
 
Table 2. Soil profile characteristics as used in our study. Here, kS, ηs, b, Ψs, and cSρS are the saturated 

hydraulic conductivity, porosity (saturated volumetric water content), pore-size distribution index, satu-
ration potential, and dry volumetric heat capacity of the soil material. Values are deduced from the pF-
curve, from grain size, grain-size and pF-curve, and under consideration of grain-size, pF-curve and 
skeletton of the soil, respectively. See text for further explanation. 

Soil layer 
m 

kS 
10-4 m/s 

ηs 
m3/m3 

b 
-.- 

Ψs 
M 

cSρS 
105Jm-

3K-1 
0.000-0.025 1.800 0.400 (0.360, 0.360, 0.400) 2.84 (2.41, 2.6, 3.82) -2.09 (-2.21, -2.12, -0.62) 9.34336
0.025-0.052 1.800 0.400 (0.360, 0.360, 0.400) 2.84 (2.41, 2.6, 3.82) -2.09 (-2.21, -2.12, -0.62) 9.34336
0.052-0.107 1.800 0.400 (0.360, 0.360, 0.400) 2.84 (2.41, 2.6, 3.82) -2.09 (-2.21, -2.12, -0.62) 9.34336
0.107-0.220 1.800 0.400 (0.360, 0.360, 0.400) 2.84 (2.41, 2.6, 3.82) -2.09 (-2.21, -2.12, -0.62) 9.34336
0.220-0.454 1.978 0.382 (0.360, 0.360, 0.382) 3.00 (2.47, 2.65, 3.51) -1.22 (-2.00, -1.94, -0.36) 8.79037
0.454-0.938 2.200 0.360 (0.360, 0.360, 0.360) 3.21 (3.33, 3.33, 3.13) -0.13 (-0.39, -0.40, -0.03) 8.10000
0.938-1.936 1.995 0.367 (0.371, 0.371, 0.367) 3.11 (3.41, 3.41, 3.06) -0.19 (-0.26, -0.26, -0.09) 8.16064
1.936-3.996 1.127 0.400 (0.430, 0.430, 0.400) 2.77 (2.93, 2.93, 2.81) -0.48 (-0.28, -0.18, -0.34) 8.63047
3.996-8.250 1.100 0.400 (0.420, 0.420, 0.400) 2.71 (2.87, 2.87, 2.75) -0.47 (-0.27, -0.18, -0.34) 8.42600
 
Table 3. 2050-days-accumulated sums of water supply to the atmosphere and recharge as obtained from 

the various simulations. See text for description of simulations.  
Simulation Water supply to atmosphere 

mm 
Recharge 

mm 
Observation 2966.4 941.0 
Reference simulation 3177.5 1006.6 
Without roots 3200.1 1340.7 
zd = 0.3 m 3198.0 955.3 
Without snow effects 3212.4 883.6 
ρsnow=400 kg/m3 3259.5 1008.6 
Without soil frost 2906.9 928.7 
Granulation 3009.4 826.2 
Without soil frost, granulation 2865.9 891.8 
pf-curve and granulation 3111.9 916.4 
Without soil frost, granulation, pf-curve 2943.8 912.3 
pf-curve, granulation, skeleton 2255.0 1078.3 
Without soil frost, pf-curve, granulation, skeleton 2906.9 928.7 
Rl↓ Idso and Jackson (1969) 3710.5 682.7 
Rl↓ Croley (1989) 4040.6 690.9 
Rl↓ Eppel et al. (1995) 3431.7 854.9 
Grass all the time 2304.2 1083.12 
Without new parameterizations 2759.3 959.4 
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Table 4. Maximum and minimum differences in downward directed long-wave radiation in Wm-2. 
Parameterization Bolz and Falckenberg 

(1949) 
Idso and Jackson 

(1969) 
Croley (1989) Eppel et al. 

(1995) 
Bolz and Falckenberg (1949) 0 -63.6 -143.2 -58.9 
Idso and Jackson (1969)  36.2 0 -101.3 -28.1 
Croley (1989)  48.2 114.4 0 -126.4 
Eppel et al. (1995)  46.8 9.9 83.8 0 
 
Table 5. Frequency of days with soil temperatures below freezing point predicted with the various 

schemes to calculate  (or R ) versus observations performed at three different depths. ↓lfR ↓ls
Schemes Depth B&F I&J EEA C Observation 

(m) (days with soil temperatures below freezing point) 
0.05 118 28 28 48 66 
0.10 108 16 18 34 47 
0.20 75 6 5 11 8 
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